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About the Immersive Education Init iative 
 
The Immersive Education Initiative is a non-profit international collaboration of 
educational institutions, research institutes, museums, consortia and companies. The 
Initiative was established in 2005 with the mission to define and develop standards, 
best practices, technology platforms, training and education programs, and 
communities of support for virtual worlds, virtual reality, augmented and mixed reality, 
simulations, game-based learning and training systems, and fully immersive 
environments such as caves and domes.  
 
Thousands of faculty, researchers, staff and administrators are members of the 
Immersive Education Initiative, who together service millions of academic and 
corporate learners worldwide.  
 
Chapters support the rapid and continued growth of Immersive Education throughout 
the world, and constitute the geographically distributed structure of the organization 
through which regional and local members are supported and enriched. Chapters 
organize officially sanctioned Summits, Days, workshops, collaborations, seminars, 
lectures, forums, meetings, public service events and activities, technical groups, 
technical work items, research, and related activities. 
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About Immersive Education Summits 

Immersive Education (iED) Summits are official Immersive Education Initiative 
conferences organized for educators, researchers, administrators, business leaders 
and the general public. iED Summits consist of presentations, panel discussions, 
break-out sessions, demos and workshops that provide attendees with an in-depth 
overview of immersion and the technologies that enable immersion. iED Summits 
feature new and emerging virtual worlds, game-based learning and training systems, 
simulations, mixed/augmented reality, fully immersive environments, immersive learning 
and training platforms, cutting-edge research from around the world, and related tools, 
techniques, technologies, standards and best practices. 

Speakers at iED Summits have included faculty, researchers, staff, administrators and 
professionals from Boston College, Harvard University (Harvard Graduate School of 
Education; Berkman Center for Internet and Society at Harvard Law School; Harvard 
Kennedy School of Government; Harvard University Interactive Media Group), 
Massachusetts Institute of Technology (MIT), MIT Media Lab, The Smithsonian 
Institution, UNESCO (United Nations Educational, Scientific and Cultural Organization), 
Federation of American Scientists (FAS), United States Department of Education, 
National Aeronautics and Space Administration (NASA), NASA Goddard Space Flight 
Center, IBM, Temple University, Stanford University, Internet 2, Synthespian Hollywood 
Studios, Cornell University, Loyola Marymount University, Kauffman Foundation, 
Amherst College, Teacher’s College at Columbia University, Boston Library 
Consortium, Stratasys Ltd., Duke University, Oracle, Sun Microsystems, Turner 
Broadcasting, Open Wonderland Foundation, Gates Planetarium, Carnegie Mellon 
University, Vertex Pharmaceuticals, Intel Corporation, University of Maryland College 
Park, Southeast Kansas Education Service Center, South Park Elementary School, 
University of Colorado Boulder, Boston Public Schools (BPS), Berklee College of Music, 
Computerworld, Stanford University School Of Medicine, University of Notre Dame, Bill 
& Melinda Gates Foundation, Emerson College, Carnegie Museum of Natural History, 
Imperial College London (UK), University of Zurich (Switzerland), realXtend Foundation 
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(Finland), The MOFET Institute (Israel), Keio University (Japan), National University of 
Singapore (NUS), Coventry University (UK), Curtin University (Australia), Giunti Labs 
(Italy), European Learning Industry Group, Open University (UK), Universidad Carlos III 
de Madrid (Spain), University of Oulu (Finland), Royal Institute of Technology (Sweden), 
École Nationale Supérieure des Arts Décoratifs (EnsAD; France), Interdisciplinary 
Center Herzliya (Israel), Graz University of Technology (Austria), University of Ulster 
(Ireland), National Board of Education (Finland), Eindhoven University of Technology 
(Netherlands), University of West of Scotland (UK) , University of St. Andrews 
(Scotland), University of Essex (UK), Universidad Complutense de Madrid (Spain), 
Ministry of Gender, Health and Social Policies (Andalucía, Spain), Manchester Business 
School (UK), City of Oulu (Finland), University of Vienna (Austria), University of 
Barcelona (Spain), Government of New South Wales (Australia), Eötvös Loránd 
Tudományegyetem (Hungary), Universidade Federal do Rio Grande do Sul (UFRGS; 
Brazil), Universidad Politécnica de Madrid (Spain), and many more world-class 
organizations. 
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E-iED 2014 
 
The world's leading experts in immersion and immersive technology convened November 
24-26 at University of Applied Scienced bfi Vienna (Austria) for the 4th European Immersive 
Education Summit in conjunction with Graz University of Technology. 
 
Building on the previous 8 years of Immersive Education conferences the 4th European 
Immersive Education Summit (E-iED 2014) theme is: 
 
"Science meets Business - From Innovative Research to Successful Services and 
Products” 
 
E-iED 2104 brings together researchers, developers, educators, decision makers, and 
industry from around the world. EiED 2014 covers a broad spectrum of Immersive 
Education interests and concerns, ranging from emerging trends and technologies, world-
class research and best practices, to the development and marketing of innovative 
products and services. 
 
E-iED 2014 consists of scientific presentations, poster sessions, panel discussions, and 
break-out sessions. A newly introduced hands-on demo stream combines a short paper 
presentation with an extended hands-on presentation for the attendees.  Following a 
bottom-up approach, special tracks and workshops cover emerging topics and trends 
suggested and organized by the community and focused groups. Also speed sessions 
enable participants to present an aspect of their work or interest in a fun and speedy 
way.  The summit also offers a platform to explore research collaborations and provides 
international research consortia with an opportunity share their results.   
For the main conference, topics of interest in the context of immersive environments 
include the following:  
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Topics of interest addressed through the iED 2013 Call for Proposals (CfP) included: 
 

 Immersive Techniques, Systems and Devices 

 Behavioral and Pedagogical Analysis 

 Games and Entertainment 

 A Glance into the Future: Innovations, Challenges and Applications 

 Art and Creativity  
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Preface from the Editors 

Immersive Education has been an ongoing topic for educators, researchers and 
businesses since years. With the technical evolution Immersive Scenarios are becoming 
more and more mainstream. What once had to be developed, deployed and maintained by 
specialists can now be done by a broad audience. Ongoing research scenarios range 
from architectural applications such as pre-visualization and augmented enhancements to 
Data Goggles and game-based learning. In order to discuss upcoming topics and 
research results Immersive Education (iED) Summits were established in 2005. As 
organizer serves the Immersive Education Initiative, a non-profit international collaboration 
of educational institutions, research institutes, museums, consortia and companies.  
 

Immersive Education Summits must be seen as official Immersive Education Initiative 
conferences organized for educators, researchers, administrators, business leaders and 
the general public. iED Summits consist of a broad variety of presentations, panel 
discussions, break-out sessions, demos and workshops that provide attendees with an in-
depth overview of immersion as well as technologies enabling immersion. iED Summits 
feature new and emerging virtual worlds, game-based learning and training systems, 
simulations, mixed/augmented reality, fully immersive environments, immersive learning 
and training platforms, cutting-edge research from around the world, and related tools, 
techniques, technologies, standards and best practices.  
The 4th European Education Summit organized in conjunction with the University of 
Applied Sciences bfi Vienna, Graz University of Technology (both Austria) and the 
University of Bremen (Germany) has a set its focus on “Science meets Business”. 
It will bring together high-qualified experts from all over the world. The acceptance rate 
was 62%, in order to aim for a high quality of work. The Summit will also host a fully 
immersed location-based-learning game, which aids to engage participants for an 
Immersive Sightseeing Experience in the Inner City of Vienna. 
 
Martin Ebner, Kai Erenli, Rainer Malaka, Johanna Pirker & Aaron Walsch  
Vienna, November 2014 
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Gender Differences in Self-Efficacy Relating to Collaborative Learning in a 

3D Virtual World 
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‡gavin.baxter@uws.ac.uk 

 

Abstract: 
This paper reports the findings of an empirical study involving 257 participants into the effects 
on self-efficacy resulting from the use of a 3D virtual world for communication and 
collaboration.  Participants used the virtual world as part of team-based formal learning in 
tertiary education.  The results suggest that use of the virtual world had a significant effect in 
enhancing self-efficacy in a range of collaborative tasks, and that in relation to gender there was 
no significant difference between male and female participants. 

One Sentence Summary: This study suggests that use of a 3D virtual world enhances self-
efficacy in collaborative tasks, with no significant differences between genders. 

 

Introduction 
The UNITE project aims to implement and evaluate the use of a 3D virtual world in order to 
investigate its potential for enhancing communication and collaboration among tertiary education 
students undertaking team-based project work.  The first phase of the project was a large-scale 
survey of university students [1], which suggested that participants in virtual world activities use 
online collaboration and communication as part of an informal learning process to increase 
mastery.  This was followed by a pilot implementation of the UNITE virtual world [2].  Based on 
the successful conclusion of the pilot implementation, the final large-scale empirical phase was 
undertaken. 

The research study explored in this paper aims to investigate whether a 3D virtual world known 
as UNITE has the potential to enhance students’ self-efficacy in terms of students using the 
platform to share project information and communicate in the virtual world to achieve their 
project aims. 
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Scope 

Self-efficacy and learning in virtual worlds 

The term “virtual world” is used by authors to mean different things.  There is no broadly agreed 
definition of the term [3].  For example, the terms Massively Multiplayer Online Role-Playing 
Game (MMORPG), Collaborative Virtual Environment, virtual space, Multi-User Virtual 
Environment, metaverse and others have been used to describe virtual worlds.  There are 
opposing views in the literature regarding a supposed ontological distinction between “games” 
and “virtual worlds”.  One paper [4, p185] describes Second Life explicitly as an MMORPG, 
while another [5, p88] states that “Second Life is not a game”.  This study uses the Bainbridge 
[6, p472] definition of virtual world, viz. “an electronic environment that visually mimics 
complex physical spaces, where people can interact with each other and with virtual objects, and 
where people are represented by animated characters.”  Specifically, this study relates only to 
three-dimensional (3D) virtual worlds. 
Self-efficacy, a theory predominately associated with the discipline of psychology, relates to an 
individual’s confidence in being able to organise and initiate positive change within them to 
assist in performing a particular course of action [7, p337].  When placed in an educational 
context, self-efficacy is often associated with students’ belief and motivation in their own ability 
to undertake a course work assignment that is designed to achieve a personal desirable outcome.  
Closely aligned to the concept of self-efficacy are the issues of motivation, self-esteem and 
engagement [8, p159]. 

The relationship between enhancing self-efficacy through the use of virtual environments is an 
area receiving attention in the academic literature.  For example, a study performed by Zheng et 
al., [9] explored whether the use of a 3D game-like virtual world called Quest Atlantis would be 
effective in increasing through a set of tasks within the game, the self-efficacy of Chinese 
students learning English as a foreign language.  One of the main findings of the study was that 
through the use of the game, the students were able to build their confidence in their reading and 
writing skills.  In comparison, a study undertaken by Henderson et al., [10] found that the use of 
an immersive virtual world assisted to improve students’ self-efficacy beliefs in learning 
Mandarin in various real-life scenarios.  A study conducted by Pellas [8] indicated that through 
the use of a virtual world in Second Life, students’ cognitive and emotional engagement was 
positively increased when undertaking online courses through this type of technology.  Nelson 
and Ketelhut [11] investigated the relationship between student self-efficacy and guidance use in 
a Multi-User Virtual Environment (MUVE) science curriculum project.  One of the primary 
findings from the study was that the MUVE assisted students in doing well with their scientific 
scores though contrary to this there was an apparent lack of use of the embedded guidance 
system on the platform by students, more so by the low self-efficacy students. 

 
Gender differences in self-efficacy 

The relationship between computer self-efficacy and gender has been explored in the literature, 
but conflicting conclusions have emerged.  Broos [12], investigating the relationship between  
ICT self-efficacy form a gender perspective, reports a positive connection between frequent use 
of ICT and self-efficacy for males and no corresponding connection for females.  In contrast to 
this Tømte and Hatlevik [13] reported positive relationships for both males and females between 
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ICT self-efficacy and ICT usage.  Cassidy and Eachus [14], in an investigation of computer self-
efficacy for 94 males and 113 females, found that males had higher computer self-efficacy than 
females.  Chou [15] reported that computer self-efficacy results were higher for males than 
females.  Peng et al. [16] report mixed results for gender differences in computer self-efficacy. 
They report that no gender differences were evident in self-efficacy ratings for use of the 
Internet, but that significantly higher self-efficacy beliefs were found for males in respect of their 
ability to use the Internet for communication.  In a meta-analysis of 187 studies Huang [17] 
concludes that females display higher academic self-efficacy than males in language learning, 
while males exhibit higher academic self-efficacy in mathematics, computer, and social sciences 
learning.  He identified a need for further research in this area. 

 
UNITE - A Large-Scale Empirical Study 

The UNITE virtual world and research design are described in detail in Scullion et al. [18].  A 
brief description is also given below.  The final empirical phase of the UNITE project involved: 
participants from Scotland, England and the Republic of Ireland; both further education and 
higher education establishments; educational levels ranging from pre-university to postgraduate; 
and participants from the Computing and Health cognate areas.  Data collection for this final 
phase was recently completed and results from the first tranche [19] indicate some significant 
improvements between students’ pre-test and post-test self-efficacy ratings for a range of tasks 
associated with team-based project work. 

UNITE was created using Open Wonderland (http://openwonderland.org), a Java-based open 
source toolkit for creating 3D virtual worlds [20].  Participants were initially directed to a 
“Starting” location in-world.  They could then navigate, using either menu selection or 
navigation portals, among eight locations that were pre-populated with 3D and other content with 
the intention of providing a visually interesting environment.  Participants could add their own 
3D or 2D content by dragging and dropping the files in-world.  Screenshots of two of these in-
world locations are illustrated in Figure 1 below. 
 

  

“Meeting Complex” Location “Auditorium” Location 

Figure 1: Examples of In-World Locations 
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Participants were provided with a range of in-world tools and facilities for communication and 
collaboration: synchronous text chat, voice chat, interactive whiteboard, sticky notes, audio and 
video playback and recording, screen sharing, drag and drop display of image and PDF files, and 
the conversion of any MS Office Open Office or Libre Office file to PDF format for display in-
world.  Examples are shown in figure 2 below. 
 

  

Interactive Whiteboard Screen Sharing (Showing Blender 3D 
Modelling) 

  

Presentation Slides PDF Viewer 

Figure 2: Examples of In-World Tools and Facilities 

 
Research Methods 

A quasi-experimental research design using pre-test and post-test surveys was adopted.  Online 
questionnaires were designed and administered using Survey Monkey 
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https://www.surveymonkey.com.  The design of the questionnaires was based on the principles 
described by Bandura [21]. 

 
Participants 

The final empirical phase involved 257 participants in 8 cohorts.  These are described in table 1 
in the Supplementary Materials.  In accordance with the ethics protocol agreed with the partner 
institutions they have been anonymised.  Participants were given access to UNITE for a period of 
10 weeks.  They were provided with video tutorials on how to log in and use the in-world 
facilities.  Their method of use of the facilities was not prescribed: they were allowed to select 
the facilities and processes that best suited how they wished to work.  The facilities were used by 
participants to support team activities in a variety of ways, including: brainstorming to select a 
suitable project, then to identify content and processes required to complete it.  This enabled 
participants to develop their own processes in reaching a desired solution.  In addition, UNITE 
allowed participants to conduct on-line team meetings to discuss project planning and 
management and other task-related issues.  The collaborative creation of text documents and 
other content and rehearsal of a presentation that was to be delivered face-to-face as part of their 
coursework, enabled participants to experience and appreciate other perspectives. 
 

Pre-test survey questions 

Participants were asked to provide their unique matriculation number, then the following 
demographic data: institution; gender; age and full-time or part-time study. 
Prior experience of virtual worlds - Respondents were asked to indicate if they had prior 
experience of Massively Multiplayer Online Games (MMOG) or of social virtual worlds like 
Second Life.  If they responded that they had, they were asked to indicate how many hours per 
week, on average, they spend in either activity using the following time bands: 0-1; 1-5; 6-10; 
11-15; 16-25 and more than 25. 

Can a 3D virtual world help student collaboration? – Respondents were asked to indicate on the 
following scale the extent to which they agree that having access to a 3D virtual world could 
help them to collaborate with other students working on a team-based University project: 
Strongly Disagree; Disagree; Agree; Strongly Agree and Don’t Know/No Opinion.  They were 
also given the opportunity to add an optional freeform comment at this point. 
Perceived Self-Efficacy – Respondents were asked to rate how certain they were that they could 
successfully carry out a range of activities by recording a number from 0 to 100 where: 
0=Cannot do at all; 50=Moderately can do and 100=Highly certain can do.  The activities listed 
were: Use a computer; Use an online virtual world or MMOG; Work well in a group; Contribute 
to discussion in a group; Take an active part in group problem solving; Participate in planning 
group activities; Contribute ideas for consideration by the group; Comment on ideas from other 
group me members and Make a presentation to a group. 
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Post-test survey questions 

Participants were asked to provide their unique matriculation number, which allowed matching 
with the corresponding pre-test responses for that participant. 

Use of the UNITE virtual world - Respondents were asked to indicate if they had made use of the 
3D virtual world provided as part of this research. 

Did the UNITE 3D virtual world help collaboration? – Respondents who answered that they had 
used the UNITE virtual world were asked to indicate on the following scale the extent to which 
they agreed that having access to the UNITE 3D virtual world had helped them to collaborate 
with other students working on their team-based University/College project: Strongly Disagree; 
Disagree; Agree; Strongly Agree and Don’t Know/No Opinion.  They were also given the 
opportunity to add an optional freeform comment at this point. 

Perceived Self-Efficacy – Respondents were asked to rate how certain they were that they could 
successfully carry out a range of activities by recording a number from 0 to 100 where: 
0=Cannot do at all; 50=Moderately can do and 100=Highly certain can do.  The activities listed 
were: Use a computer; Use an online virtual world or MMOG; Work well in a group; Contribute 
to discussion in a group; Take an active part in group problem solving; Participate in planning 
group activities; Contribute ideas for consideration by the group; Comment on ideas from other 
group members and Make a presentation to a group. 
 

Results 

Pre-test results for self-efficacy 

The tasks for which respondents indicated they had the highest perceived self-efficacy were “Use 
a computer” (Mean =85.37 SD=18.634) and “Comment on ideas from other group members” 
(Mean=72.81 SD=20.629).  The tasks for which respondents indicated they had the lowest 
perceived self-efficacy were “Make a presentation to a group” (Mean =56.64 SD=26.211) and 
“Use an online virtual world or MMOG” (Mean=66.82 SD=35.243).  A detailed breakdown of 
these responses is shown in table 2 in the Supplementary Materials. 

A Mann-Whitney test indicated that there were no statistically significant (p<.05) differences in 
pre-test scores between participants who used UNITE and participants who did not use UNITE 
for any of the activities used for assessing self-efficacy.  The results are shown in table 3 in the 
Supplementary Materials. 

 
Post-test results 

Following data cleaning and matching 161 complete matched pre-test and post-test responses 
had been received.  A breakdown of these by cohort is shown in table 4 in the Supplementary 
Materials. 
Of these 161 respondents, 85.09% (n=137) used UNITE and 14.91% (n=24) did not.  70.8% 
(n=114) were male and 29.2% (n=47) were female.  The mean age of respondents was 23.03 
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(SD=5.76), with a range between 17 and 53.  96.9% (n=156) were full-time students and 3.1% 
(n=5) were part-time students. 

Differences between pre-test and post-test scores for self-efficacy for all respondents were 
examined using a Wilcoxon matched-pairs signed ranks test.  The results for all participants are 
shown in table 5 in the Supplementary Materials. 
For the respondents who did not use UNITE, there were no statistically significant (p<.05) 
differences between pre-test and post-test scores for any of the activities used for assessing self-
efficacy.  For the respondents who did use the UNITE virtual world there were statistically 
significant differences (p<.05) between pre-test and post-test scores for all of the activities used 
for assessing self-efficacy, with post-test scores higher than pre-test scores. 

Considering only male participants (n=114), 85.09% (n=97) used UNITE and 14.91% (n=17) did 
not.  The results for male participants are shown in table 6 in the Supplementary Materials. 

For male respondents who did not use UNITE, there were no statistically significant (p<.05) 
differences between pre-test and post-test scores for any of the activities used for assessing self-
efficacy.  For male respondents who did use the UNITE virtual world there were statistically 
significant differences (p<.05) between pre-test and post-test scores for all of the activities used 
for assessing self-efficacy, with post-test scores higher than pre-test scores. 
Considering only female participants (n=47), 85.11% (n=40) used UNITE and 14.89% (n=7) did 
not.  The results for female participants are shown in table 7 in the Supplementary Materials. 
For female respondents who did not use UNITE, there were no statistically significant (p<.05) 
differences between pre-test and post-test scores for any of the activities used for assessing self-
efficacy.  For female respondents who did use the UNITE virtual world there were statistically 
significant differences (p<.05) between pre-test and post-test scores for all of the activities used 
for assessing self-efficacy, with post-test scores higher than pre-test scores. 

 
Interpretations 

This paper reports the findings of an empirical study involving 257 participants into the effects 
on self-efficacy resulting from the use of the UNITE 3D virtual world for communication and 
collaboration during team-based formal learning in tertiary education..  The results suggest that 
use of the UNITE virtual world had a significant effect in enhancing self-efficacy in a range of 
collaborative tasks, and that in relation to gender there was no significant difference between 
male and female participants, either in the choice of whether or not to use UNITE or in self-
efficacy enhancement.  These results support the findings of Tømte and Hatlevik [13]. 
It is recognised that the multiple testing that was used may lead to a potential increase in Type I 
errors that can occur when statistical tests are used repeatedly.  One technique which has been 
used in an attempt to offset this potential limitation is the Bonferroni correction [22].  However, 
it is possible that this technique can be conservative, raising the rate of false negatives and failing 
to identify an unnecessarily high percentage of significant differences in data.  It has been 
suggested that this technique causes more problems than it solves, and that simply describing 
what tests of significance have been performed is generally the best way of dealing with multiple 
comparisons [23]. 
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Conclusions 

In considering possible reasons for enhanced self-efficacy among users of UNITE it may be 
informative to consider the responses given by some respondents to the open-ended questions in 
the post-test survey.  Predominantly, these indicated that UNITE was positive in allowing 
participants to meet in-world and to work on collaborative projects without the need to travel or 
pre-book a venue or equipment: 

“…very beneficial for students especially for times they are not at college as it can give them an 
opportunity to work together with their classmates in a secure and moderated environment.” 
“...the use of a 3D virtual world aided collaboration without the need for us to meet in person 
easily. For example, I was able to create plans for layout for our project by adding images to the 
world and placing markers on top for others to see.” 
“Great for students who live a distance away.” 
“It lets you have a discussion without having to travel.  Good for students who don’t live close.” 
“Good for group meetings and practicing our presentation.” 
As suggested by Huang [17] further longitudinal studies in this area would be a positive 
contribution to knowledge. 
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Table 1. Breakdown of participants by cohort 
Table 2. Breakdown of pre-test self-efficacy ratings 

Table 3. Mann-Whitney test of pre-test scores between participants who did and did not use 
Table 4. Matched pre-test and post-test responses by cohort 
Table 5. Effect of UNITE virtual world use on self-efficacy – Wilcoxon matched-pairs signed 
ranks test (all participants) 
Table 6. Effect of UNITE virtual world use on self-efficacy – Wilcoxon matched-pairs signed 
ranks test (male participants) 
Table 7. Effect of UNITE virtual world use on self-efficacy – Wilcoxon matched-pairs signed 
ranks test (female participants) 

 
 
Cohort Institution Description Location Cognate 

Area 
Level 
Description 

Number 

1 University 
One 

Post-1992 
University 

Scotland Computing Second year of a 
four year 
undergraduate 
honours degree 

80 

2 University 
One 

Post-1992  
University 

Scotland Computing Fourth year of a 
four year 
undergraduate 
honours degree 

29 

3 College One Further 
Education 
College 

Scotland Health Access to 
Nursing (pre-
degree) 

17 

4 College Two Further 
Education 
College 

Scotland Computing Higher National 
Certificate 

48 

5 College Two Further 
Education 
College 

Scotland Computing Higher National 
Diploma 

41 

6 College Three Further 
Education 
College 

Scotland Computing Higher National 
Certificate 

18 

7 University 
Two 

Post-1992  
University 

England Computing Postgraduate 
master's degree 

6 

8 University 
Three 

Post-1992  
University 

Republic 
of Ireland 

Health Postgraduate 
master's degree 

18 
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Cohort Institution Description Location Cognate 
Area 

Level 
Description 

Number 

     Total 257 
Table 1. Breakdown of participants by cohort 

Task Minimum Maximum Mean Std. 
Deviation 

Use a computer 20 100 85.37 18.634 
Use an online virtual world or MMOG 0 100 66.82 35.243 
Work well in a group 20 100 72.46 19.698 
Contribute to discussion in a group 16 100 70.94 20.856 
Take an active part in group problem 
solving 

20 100 71.26 22.276 

Participate in planning group activities 15 100 68.32 22.185 
Contribute ideas for consideration by the 
group 

10 100 70.88 22.881 

Comment on ideas from other group 
members 

25 100 72.81 20.629 

Make a presentation to a group 2 100 56.64 26.211 

Table 2. Breakdown of pre-test self-efficacy ratings 

 
 

Task U z 
Use a computer 1320.500 -1.593 
Use an online virtual world or MMOG 1535.500 -.520 
Work well in a group 1381.500 -1.250 
Contribute to discussion in a group 1343.500 -1.431 
Take an active part in group problem 
solving 

1511.000 -.634 

Participate in planning group activities 1163.500 -2.286 
Contribute ideas for consideration by the 
group 

1325.500 -1.518 

Comment on ideas from other group 
members 

1280.000 -1.735 

Make a presentation to a group 1268.000 -1.790 
Table 3. Mann-Whitney test of pre-test scores between participants who did and did not use 

UNITE 
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Cohort Frequency Percent 

1 61 37.9 
2 9 5.6 
3 15 9.3 
4 25 15.5 
5 20 12.4 
6 11 6.8 
7 6 3.7 
8 14 8.7 

Total 161 100.0 
Table 4. Matched pre-test and post-test responses by cohort 

 
 Z Asymp. 

Sig. (2-
tailed) 

(a) Used UNITE virtual world   
Use a computer -6.381 .000 
Use an online virtual world or MMOG -7.334 .000 
Work well in a group -7.255 .000 
Contribute to discussion in a group -7.503 .000 
Take an active part in group problem solving -5.845 .000 
Participate in planning group activities -7.162 .000 
Contribute ideas for consideration by the group -6.809 .000 
Comment on ideas from other group members -6.696 .000 
Make a presentation to a group -7.277 .000 
(b) Did not use UNITE virtual world   
Use a computer -1.009 .313 
Use an online virtual world or MMOG -.698 .485 
Work well in a group -1.508 .131 
Contribute to discussion in a group -1.470 .142 
Take an active part in group problem solving -1.341 .180 
Participate in planning group activities -.243 .808 
Contribute ideas for consideration by the group -1.635 .102 
Comment on ideas from other group members -1.475 .140 
Make a presentation to a group -1.646 .100 

Table 5. Effect of UNITE virtual world use on self-efficacy – Wilcoxon matched-pairs signed 
ranks test (all participants) 
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 Z Asymp. 

Sig. (2-
tailed) 

(a) Used UNITE virtual world   
Use a computer -4.340 .000 
Use an online virtual world or MMOG -4.810 .000 
Work well in a group -5.856 .000 
Contribute to discussion in a group -6.140 .000 
Take an active part in group problem solving -4.428 .000 
Participate in planning group activities -6.103 .000 
Contribute ideas for consideration by the group -5.624 .000 
Comment on ideas from other group members -5.244 .000 
Make a presentation to a group -6.073 .000 
(b) Did not use UNITE virtual world   
Use a computer -1.027 .304 
Use an online virtual world or MMOG -.350 .726 
Work well in a group -1.497 .134 
Contribute to discussion in a group -1.433 .152 
Take an active part in group problem solving -1.139 .255 
Participate in planning group activities -.311 .756 
Contribute ideas for consideration by the group -1.071 .284 
Comment on ideas from other group members -1.645 .100 
Make a presentation to a group -1.269 .205 

Table 6. Effect of UNITE virtual world use on self-efficacy – Wilcoxon matched-pairs signed 
ranks test (male participants) 
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 Z Asymp. 

Sig. (2-
tailed) 

(a) Used UNITE virtual world   
Use a computer -4.696 .000 
Use an online virtual world or MMOG -5.336 .000 
Work well in a group -4.256 .000 
Contribute to discussion in a group -4.351 .000 
Take an active part in group problem solving -3.920 .000 
Participate in planning group activities -3.808 .000 
Contribute ideas for consideration by the group -3.849 .000 
Comment on ideas from other group members -4.202 .000 
Make a presentation to a group -4.138 .000 
(b) Did not use UNITE virtual world   
Use a computer .000 1.000 
Use an online virtual world or MMOG -.813 .416 
Work well in a group -.742 .458 
Contribute to discussion in a group -.184 .854 
Take an active part in group problem solving -.948 .343 
Participate in planning group activities .000 1.000 
Contribute ideas for consideration by the group -1.483 .138 
Comment on ideas from other group members .000 1.000 
Make a presentation to a group -1.289 .197 

Table 7. Effect of UNITE virtual world use on self-efficacy – Wilcoxon matched-pairs signed 
ranks test (female participants) 
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Abstract: Some of the most promising treatments of Autism spectrum disorder (ASD) involve 
virtual reality, with its high level of immersion, to simulate and teach social skills in virtual 
environments. One of the most immersive technologies available, the head-mounted display 
(HMD), was recently advanced and it is poised as a perfect platform for next generation 
interventions. Unfortunately the research is nonexistent when it comes to studying this next 
generation of HMDs, therefore the purpose of this research is to answer two questions: to what 
extent do those with ASD accept and follow instructions using the HMD and to what extent do 
these individuals feel presence, induced by the device, while using the HMD when compared to 
neurotypicals.  To answer these questions a between-group study was conducted between those 
with ASD and those that are neurotypicals. This works finds that while not all of those on the 
ASD spectrum follow instructions as well as neurotypicals while following instructions using the 
new HMD, some on the spectrum do. Unfortunately not enough subjects were able to answer the 
presence questionnaire to determine the difference of presence felt between those with ASD and 
neurotypicals.  

 
Summary: A study evaluating the next generation of head-mounted displays to treat those with 
Autism. 

1 INTRODUCTION 

It is now estimated that 1 in 50 children are afflicted with Autism spectrum disorder 
(ASD), so it is more important than ever to find effective treatments. Fortunately great strides 
have been made in finding effective interventions to treat those with ASD, with some of the most 
promising treatments involve Virtual Reality (VR), with its high level of immersion, to simulate 
and teach social skills in Virtual Environments (VE) [1–8]. It has also been shown that the more 
immersive a technology is, the more presence will be felt by the users, allowing the experience to 
feel like being there [9, 10], so it is important to create interventions with as much immersive 
technology as possible, and indeed previous work [6, 11] has shown a positive correlation 
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between generalization and presence. One of the most immersive technologies available, the 
head-mounted display (HMD), has recently received mass attention due to the development of 
the latest generation, including the Oculus Rift [12]. In the past HMDs had poor viewing angles, 
high latency, caused eyestrain and headaches, and were cumbersome, which caused the HMDs to 
be rejected by the community to treat those with developmental disabilities. The new HMDs fix 
all of these problems and seem to be poised as a perfect platform for next generation 
interventions, but first researchers must determine if individuals with ASD will accept the use of 
the new HMD, as problems with the old HMDs caused rejection by those with ASD. 

Therefore the purpose of this research is to answer two questions: to what extent do those 
with ASD or those with general developmental disabilities accept and follow instructions using 
the HMD and to what extent do these individuals feel presence, induced by the device, while 
using the HMD when compared to neurotypicals.  To answer these questions, a between-group 
study was conducted between those with ASD and those that are neurotypicals. The ages of the 
subjects ranged between 6-11 and were selected from a local school. A virtual environment was 
developed in which subjects were required to perform simple tasks such as recognizing various 
objects and maneuvering through an environment. Scores were recorded based on the ability to 
complete the tasks within the virtual environment successfully as well as their acceptance of the 
HMD itself. 

2 Background 

Autism is defined as a mental condition, present from early childhood, characterized by 
difficulty in communicating and forming relationships with other people and in using language 
and abstract concepts. The dominant treatment for individuals with ASD is based on Applied 
Behavior Analysis (ABA) [13], introduced by Dr. Ivar Lovaas based on the work by B. F. 
Skinner in his book The Behavior of Organisms [14]. Scientists regard ABA as the most 
effective treatment for children with ASD [15]. ABA focuses on the motivation for behavior and 
uses positive reinforcement to influence desired behavior. ABA attempts to generalize this 
desired behavior learned in therapy session to the outside world. This generalization is difficult 
for the individuals because they lack the ability to imagine [16].  

Social Skills Training is another approach that encompasses a number of techniques and 
settings. The individual with ASD are taught by using role-playing, discussions, games, and 
other activities that may instill social rules [13, 15]. A popular method is “Social Stories,” 
developed by Carol Gray [17]. Social Stories are scenes presented in any number of ways such 
as photographs, videos, flash cards, or comics. The scenes portray difficult social situations that 
individuals with ASD lack the necessary skills to face. Usually a therapist describes the scenes to 
the individual with ASD and attempts to teach a skill set across the situations that should allow 
the individual to successfully face the situations when experienced in life. The goal is to 
encourage the individual to generalize the scene and the learned social skill to the real world. 

The computer is an excellent communication tool for individuals with ASD because 
many of the social limitations that these individuals experience in life are reduced through the 
safety and anonymity the computer offers while communicating on the Internet. Many 
individuals with lower functioning ASD learn to use the keyboard before they learn to talk; some 
even learn to use the keyboard without ever learning to talk. It seems that individuals with ASD, 
while lacking an effective theory of mind, contain an elevated “theory of physics,” which allows 
for a much greater use of technology leading to a greater appreciation of computers [15].  
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In addition to catering to an existing interest in technology, a computer-based virtual 
environment addresses two classes of abilities particularly lacking in these individuals. The first 
class of abilities targeted is social skills. These individuals generally lack the elementary social 
skills that are required to build more sophisticated skills through social engagements. When these 
individuals interface with NT individuals, that lack of rudimentary social skills breaks down 
communication, which prevents deeper relationships and sophisticated social abilities from 
forming. This breakdown causes a great fear of failure and rejection when learning social skills 
through the standard channels. Since these individuals are already comfortable with computers, a 
computer-based intervention allows these individuals to learn social skills and explore mistakes 
in a familiar and non-threatening environment [18]. 

Besides the existing appeal and safety of technology, computer-based interventions, 
especially VR, utilize novel techniques that are impossible with classic interventions. One of 
these techniques is the ability for VR to induce pretense, or imagination, while experiencing the 
intervention. Immersive VR equipment induces the feeling and behavior of actually being in the 
environment [9, 10]. VE interventions that provide a high level of presence to the subject utilize 
pretense to enable generalization of the social rules being learned, which is usually difficult for 
individuals with ASD. VEs induce pretense by requiring the user to imagine the environment as 
a location in order to successfully navigate the VE [4]. If the VE is realistic, the user is able to 
use this pretense to link the environment to the real world, which increases the chance of 
generalizing the social skill to the real world [19]. 

This critical imagination, or pretense, is the second class of abilities that virtual 
environment are effective at targeting. An increased ability of pretense leads to a more 
sophisticated ToM, empathy, and perspective. Not only does the VE increase pretense during the 
intervention, which helps to generalize the targeted social skills, but Herrera et al. found that 
while administering VE, the VE increases the ability to use pretense after the experience [4]. 
Additionally, Colzato et al. have found that VEs administered to NTs improves cognitive 
flexibility outside of the intervention [20]. These studies suggest that the user’s brain experiences 
functional plasticity, or forms new anatomical functionality, via rerouting while in the VE [21]. 
This functional plasticity not only improves the ability to generalize while in the VE, but also 
allows improvement of skills to be perpetuated outside of the VE.  

Traditionally interventions have targeted teaching social rules [13, 15] or motivations for 
behavior [13] The individual being treated is asked to think about their social rule set or possible 
motivations before socially interacting. Although these are the standard ways to teach individuals 
with ASD social skills, it is not the way NT individuals learn. A NT individual uses pretense and 
ToM to implicitly imagine how their actions are viewed by others and this directs their social 
norms [4]. If pretense can be induced in a person with ASD with lasting effects, a more effective 
ToM may be developed directing the social norms naturally. A VE intervention that induces an 
effective pretense will be especially effective at improving social interactions for individuals 
with ASD. 

One cause of the lack of ToM in individuals with ASD stems from the individual’s lack 
of imagination [22, 23]. It is very difficult for these individuals to imagine the perspective of 
others or to think in third-person. By inducing a role-play scenario on the computer, individuals 
with ASD can imagine other points of view and develop this for use outside of the intervention. 
While the individual associates with the in-game avatar, they are projecting their mind onto the 
avatar; it is just another step for them to project their mind on a real individual. Increasing 
presence within a VE increases the association the individual feels within the environment so this 
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dissertation explores the extent to which increasing illumination realism changes the sense of 
presence within a VE.  The theory states that the more presence the individual feels, the closer 
they are to mapping their mind onto a real individual or thinking about themselves in the third-
person. The more presence the VE induces automatically, the more the individual imagines 
subconsciously. Therefore, the individual requires less intentional imagination (mental imagery 
[24]) to think of the environment as real. If we can induce pretense while the user is experiencing 
strong presence, the user can learn as a NT individual does since it’s similar to using pretense to 
learn in the real-world, including the same emotions, except for the fear of failure. By closing 
this gap, we hope to use the imaginations induced by the VE to teach the student social skills 
during the intervention through an improved ability to generalize. While previous work focused 
on lighting realism [6], in this study we focused on display technology, namely a new HMD, the 
Oculus Rift, which was recently released to developers [12]. Figure S1-S1 shows this paper’s 
coauthor, James Munger, using the Oculus Rift. A HMD, which is a device that fits over the face 
that displays stereoscopic video close to each eye, is much more immersive than a traditional 
display because it provides stereopsis and motion detection to allow the user to look around, 
which usually causes a user to feel that they really are “there.”  

While there are many studies [20, 25, 26] that suggest that HMDs are a fantastic medium 
for teaching neurotypicals due to providing a feeling of this presence, we found one case study 
(n=2) [2] appearing in 1996 that involved cumbersome and old technology. There were other 
problems with these first-generation HMDs including poor viewing angle, which limits what the 
user can see; latency, which affects how accurately the device follows head movement; and 
eyestrain, which is caused by staring at a screen which does not have true depth. The results of 
this study [2] were non-conclusive and it seems that researchers have somewhat written off the 
technology as too expensive, difficult to use, and intrusive to the user to be an effective tool for 
an intervention. While it’s true that the old HMDs were massive, heavy, and displayed output 
that was similar to looking through a distant window, the Oculus Rift is a revolutionary display 
that provides greatly improved stereopsis, a high frame rate (60fps), low latency between head 
tracking and display, and a high viewing angle providing a realistic peripheral view (110 deg), 
all of which have been shown to be associated with higher levels of reported presence by 
neurotypicals [27–31]. This, along with its low weight and low cost ($300), makes the HMD an 
interesting tool for use in an intervention. 

3 Methodology 

3.1 Creating the Virtual Environment 

The VE was written in C# using the Microsoft XNA [32] and Sunburn Frameworks [33].  
The Sunburn framework, provided by Synapse Gaming, provides tools to create, view, and 
manipulate 3D VE.  It also provides support for viewing VE using the Oculus Rift.  Microsoft 
XNA is a set of tools for video game development and management, provided by Microsoft. 

VEs are traditionally experienced as a single image in 2D on a flat screen but the Oculus 
Rift requires a separate and different view for each eye to provide stereoscopic 3D.  The Sunburn 
framework provides a method for converting a single view into the two required views for the 
Oculus Rift.  The two views must be warped to fit together to create a single 3D view to the user.  
When viewing the VE on a traditional monitor display you will see two 2D images side by side. 
Three different scenes were created, each with three tasks (explained below) assigned. A scene is 
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a particular 3D environment where the subject can interact. Figure S1-S5 shows the first scene as 
seen in 2D, although when viewed using the HMD you will perceive one stereoscopic 3D scene.  
It is truly an effect that can only be fully appreciated firsthand. 

The scenes that were created for this test are designed to be very simple.  Only a few 
models were used in each scene, and the scenes utilize simple ambient light with no shadows.  
Future tests could be conducted, introducing more realism by adding realistic lighting and 
shadows, to see if these variables have any effect on the subject’s presence when compared to 
their absence. 

 
3.2 Designing the Group Study 

The test consists of three simple tasks, which were designed and created with the 
knowledge that students in an elementary school would complete them. The activities chosen 
were modeled from activities that were demonstrated in previous studies to be activities that 
subjects with learning disabilities could generally complete successfully using traditional desktop 
displays. In this way any difficulties faced by the group composed of those with learning 
disabilities, yet not faced by the group composed of neurotypicals, could be explained by 
inherent differences in the way these subjects experience HMDs. In the first test the subject was 
placed in a grassy park surrounded by brick walls with a purple picnic table in the distance. The 
subjects were instructed to move to the purple picnic table by pushing forward on the left analog 
stick of the controller (figure S1-S2).  In the second test, the subject was placed in a similar area 
that contained maze-like brick walls (figure S1-S3). The instructions provided were to locate and 
move to the green car.  In the final test, the subject was placed in a similar area with a traffic- 
filled road in the distance (figure S1-S4). The goal in this test was to move to the road, look both 
ways, and cross when the traffic had stopped.  Each subject was given two minutes to complete 
each task. Two metrics were obtained, a score, which determines the subject’s ability to 
complete each task and a survey to obtain the subject’s feeling of presence during the test. If 
using VR increases presence, then it may be a more effective method than traditional monitor 
displays. 

First, the participants were introduced to the Oculus Rift HMD and allowed to look at and 
feel the device.  Figure S1-S5 is an image of the Oculus Rift.  They were then shown the dual 
analog controller, which would allow them to provide input for the test.  Figure S1-S6 shows the 
dual analog controller used in the testing.  Each subject decided, at this point, whether or not they 
were willing to wear the Oculus Rift.  In the past, HMD’s were more intimidating, so it was 
important to judge each subject’s willingness to wear the device. 

The subjects were informed that they would have to complete three tests with instructions 
provided verbally by the researcher. Non-verbal subjects with ASD were also shown flash cards 
of their tasks, one example of which is shown in figure S1-S7.  As each subject completed their 
task a score between one and three was recorded based on their success. This score is based on a 
the completion of three tasks per scene (one point per task), and the score is weighted depending 
on which scene they are solving, with the first weighted at 1x, the second weighted at 2x, and the 
third scene weighted at 3x, for a total of eighteen possible points. For instance, completing the 
task of looking both ways in scene three is weighted at 3x so is worth three points. Figure S1-S8 
lists the evaluation form with the point values. 

Each subject was also asked two questions after each task: “Did the experience look real 
to you?”, and  “Did the experience feel real to you?”  These questions were based on Slater’s 
suggestion for a Likert scale [34, 35], but tailored to suit those with ASD. A previous study [36] 
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found that pure Likert scales were too abstract for many subjects with ASD to conceptualize. For 
instance, a midrange response was rarely received; instead the answers were usually extreme. 
Therefore we utilized discrete multiple-choice questions instead of a scale.  Answers were 
recorded as either very real, real, not very real, and not real at all.  The question “To what extent 
do individuals with ASD feel presence while using the HMD when compared to neurotypicals?” 
was answered by using this scale, which is similar to what Slater [10] uses in his studies. The 
question sheet is listed in figure S1-S9. 

4 Evaluation 

4.1 Data 

Data was collected from nineteen subjects, which is shown in table 1.  Eight of the 
subjects had ASD and the remaining eleven were neurotypical.  Of the eight subjects with ASD, 
two were low-functioning non-verbal on the ASD spectrum, one was low-functioning but verbal, 
four were high-functioning verbal on the ASD spectrum, and one had a Sotos Syndrome (related 
to ASD).  It is important to note that none of the low functioning non-verbal subjects were able 
to complete any of the tasks.  Of these three, two refused to wear the device and one was willing 
but unable to follow the directions given.   

 

Collected(Data(

Subject(Group! Gender! Age! Evaluation(
Score!

Presence(
Survey(
Average!

ASD(low/functioning(non/verbal)! M! 5! /*! NA!
ASD(low/functioning(verbal)! F! 7! 0! NA!
ASD(low/functioning(non/verbal)! M! 7! /*! NA!
ASD(high/functioning(verbal)! F! 6! 12! 1.00!
ASD(high/functioning(verbal)! M! 6! 12! 1.00!
ASD(high/functioning(verbal)! M! 8! 18! 2.00!
ASD(high/functioning(verbal)! M! 7! 12! NA!
Learning(Disability((sotos(syndrome)! M! 7! 9! NA!
Neurotypical! F! 5! 15! 1.00!
Neurotypical! F! 7! 18! 1.00!
Neurotypical! F! 7! 18! 1.67!
Neurotypical! M! 5! 18! 1.50!
Neurotypical! M! 6! 15! 1.00!
Neurotypical! M! 7! 15! 1.50!
Neurotypical! M! 7! 18! 1.50!
Neurotypical! M! 7! 18! 2.50!
Neurotypical! M! 7! 18! 2.83!
Neurotypical! M! 8! 18! 1.67!
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Neurotypical! M! 9! 18! 1.83!
* - refers to the subjects who refused to wear the HMD 
Table 1. Raw Collected Data 
 
4.2 Data Analysis 

Each subject received an evaluation score of 0 to 18 depending on their successful 
completion of tasks in the VE. The null hypothesis states that the two groups performed equally, 
while the alternative hypothesis states that the two groups perform differently.  Due to the low 
numbers of participants, we chose to use the Mann-Whitney U-Test and found the one-tailed p-
value to be 0.01, so we reject the null hypothesis that ASD>=N. 

The presence survey score reflects the subject’s presence in the VE.  Using a 4-point 
Likert scale (with choices represented with discrete answers, see above), each subject was asked 
if what they saw looked real and if what they experienced felt real with 1 representing very real 
and 4 representing not so real.  Unfortunately only three participants in the group with learning 
disabilities responded to the presence survey, which was based upon verbal feedback. Testing 
those three against the eleven neurotypicals, we found the one-tailed p-value to be 0.28, so we do 
not reject the null hypothesis that ASD>=N. The number of subjects responding is simply too 
low to make a valid comparison. 
Statistical Data 

Category U 
P-value 
(one-
tailed) 

ASD 
n 

ASD 
x̅ 

ASD 
σ 

N 
n 

N 
x̅ 

N 
σ 

Evaluation Score 48 0.01 5 12.60 3.29 11 17.18 1.40 

Presence Survey 21 0.28 3 8.00 3.46 11 9.82 3.54 
 *(ASD=group with learning disabilities, N=group of neurotypicals 
Table 2. Statistical Data 

4.3 Qualitative Observations 

While the level of presence cannot be compared between those with ASD and those 
neurotypicals, the subjects in both groups were very enthusiastic about using the HMDs. Most of 
them readily took to the controller, whose button mapping was based upon standard game 
console gamepad button mapping [37]. All of the subjects who tried it seemed to have positive 
experiences and acted excited to be using a HMD. Of those with ASD with verbal skills, we had 
comments such as “I want to keep playing!”, “It’s just like my PlayStation!”, “It feels very real”, 
and “It was really fun!”  

Unfortunately two of the low functioning subjects with ASD did not want to wear the 
device so did not complete the study.  The teacher of these subjects informed us that one of these 
subjects was not willing to wear earphones or anything on his head. The data for these subjects 
were not used for the statistical analysis, but it’s important to note that HMDs are not appropriate 
for some children low on the spectrum. 

We tested one non-verbal subject with a learning disability who was able to use some 
basic sign language to communicate.  During the first test, he was able to travel to the picnic 
table in a straight line with no problem.  After the first test, he removed the HMD and excitedly 
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signed something to the teaching aide.  She informed us that he was asking if there was more.  
We continued to the second test, which requires moving in different directions and maneuvering 
to find a green car.  After we gave him the directions, he was having trouble manipulating the 
controls, and he set the controller down on the table.  We received feedback from the subject to 
the aide via sign language.  The controller was handed to him again and he was able to complete 
the second test. 

We also tested a low functioning nonverbal subject with ASD who was willing to wear 
the HMD but was unable to manipulate the controller at the same time.  He was very interested 
in viewing the VE through the device and was looking around in every direction, seemingly 
fascinated by the immersive environment. 

 
4.4 Evaluation of the Analysis 

The question as to whether subjects with ASD can perform tests just as well as those 
neurotypicals using a HMD was shown to be false: those with ASD did not perform as well on 
our tests as neurotypicals. Even so, most still accepted the HMD and reached the goals of over 
half of the tasks assigned. Further, the qualitative feedback from the children demonstrated that 
most of the subjects were excited to use the technology and so we believe that the HMD is still a 
promising tool to treat those with ASD.  

There wasn’t enough data to answer the question as to what extent those with ASD 
experience presence differently than those neurotypicals. Even so, the excited feedback 
suggested to us that the technology was inducing a sophisticated level of presence in these 
children, so it would be interesting to see the results of a larger study. 

5 Conclusion 

Although this study was limited, it provided evidence that those with ASD are not as 
capable at following instructions while using a HMD as their neurotypicals peers. Even so, a 
number of those with ASD did complete the majority of the tasks so HMDs still hold promise as 
a tool for interventions and this study is useful as a feasibility test. The previous experiments 
with HMD’s and ASD were unsuccessful to the point that the idea was shelved and labeled a 
dead end[2].  Now, with the Oculus Rift as an affordable and effective alternative HMD, 
combined with the results of this study, it is time to seriously research further applications.  This 
device is more affordable for teachers and therapists, and it seems to be an exciting tool for 
simulating otherwise difficult situations. 

Unfortunately, due to the limited number of participants, no conclusions can be reached 
concerning the presence experienced while using the HMD when comparing with those with 
ASD and those neurotypicals. Even so, the qualitative evidence demonstrates that the subjects 
with ASD did have an experience that led to a sophisticated level of presence. The result of this 
study allows more questions to be asked, all of which can now be researched.  Previous studies 
have shown how immersive VR can be, and also that immersion increases the effectiveness of 
learning. [2][6] Now the remaining work is to find which interventions are most effective with 
the Oculus Rift.  

While we have found that those with ASD accomplished fewer of the tasks than those 
with neurotypicals, it is not enough to reach a conclusion about the validity of HMDs. Further, 
more data should be gathered from subjects focused on the upper and lower ends of the ASD 
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spectrum and a larger number of subjects should be used. Those with Autism were still able to 
complete certain tasks, and did so enthusiastically. The next stage of the work should concentrate 
on comparing the efficacy of HMDs with that of standard, evidence-based practices. For 
instance, it may be interesting to implement AViSSS [36] on the HMD and compare the outcome 
with AViSSS on a standard desktop display.   
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Supplementary Materials: 

 
Figures S1-S1. James Munger using the Oculus Rift 

Figures S1-S2. Example view of the first scene, which is mean to be an introduction. 

Figures S1-S3. Example view of the second scene, which is a maze-like level. 

Figures S1-S4. Example view of the third scene, which has the cross-walk. 

Figures S1-S5. The Oculus Rift, which is the next generation HMD. 

Figures S1-S6. The dual analog controller used to interact with the environment. 

Figures S1-S7. Flash cards to communicate with those without verbal skills. 

Figures S1-S8. The evaluation form for the researchers evaluating the subjects. 

Figures S1-S9. The presence survey to determine the presence felt by the subjects. 
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Figures S1-S1. James Munger using the Oculus Rift 
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Figures S1-S2. Example view of the first scene, which is mean to be an introduction. 

 

Figures S1-S3. Example view of the second scene, which is a maze-like level. 
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Figures S1-S4. Example view of the third scene. 

 

Figures S1-S5. The Oculus Rift, which is the next generation of HMD. 
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Figures S1-S6. The dual analog controller used to interact with the environment. 

 

Figures S1-S7. Flash cards to communicate with those without verbal skills. 

 
 
 



E-iED 2014                            ImmersiveEducation.org                                      PROCEEDINGS 30 
 

!

Evaluation Form 

Scene A: (weighted at 1x) 
__1 Point: User walked in a direction towards the target 
__1 Point: touched the correct target  
__1 Point: User stopped at the correct target. 

Scene B (weighted at 2x) 
__1 Point: User Maneuvered around the wall 
__1 Point: User touched the correct target  
__1 Point: User stopped at the correct target. 

Scene C (weighted at 3x) 
 __1 Point: stopping at the street 
 __1 point: looking both ways 
 __1 point: crossing the street after traffic has stopped 
 
Notes:__________________________________________________________________

______________________________________________________________________________

______________________________________________________________________________

________________________________________ 

 

Figures S1-S8. The evaluation form for the researchers evaluating the subjects.
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Reported Presence Questionnaire 

1. What was your experience like in the first scene, walking to the picnic table? 
o It felt like it was real. 
o It usually felt like reality. 
o It usually did NOT feel real. 
o It never felt like reality. 

 
2. What were your emotions like in the first scene, walking to the picnic table? 

o I felt the same as if it actually happened. 
o I sometimes felt the same as if it was real. 
o I rarely felt the same as if it was real. 
o I did not respond emotionally to the Scene. 

 
3. What was your experience like in the second scene, finding the green car? 

o It felt like it was real. 
o It usually felt like reality. 
o It usually did NOT feel real. 
o It never felt like reality. 

 
4. What were your emotions like in the second scene, finding the green car? 

o I felt the same as if it actually happened. 
o I sometimes felt the same as if it was real. 
o I rarely felt the same as if it was real. 
o I did not respond emotionally to the Scene. 

 
5. What was your experience like in the third scene, waiting for traffic and crossing a street? 

o It felt like it was real. 
o It usually felt like reality. 
o It usually did NOT feel real. 
o It never felt like reality. 

 
6. What were your emotions like in the third scene, waiting for traffic and crossing a street? 

o I felt the same as if it actually happened. 
o I sometimes felt the same as if it was real. 
o I rarely felt the same as if it was real. 
o I did not respond emotionally to the Scene. 

 

Figures S1-S9. The presence survey to determine the presence felt by the subjects. 
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Abstract: Lifelong learners' activities are scattered along the day, in different locations and making use of multiple 
devices. Most of the times they have to merge learning, work and everyday life making difficult to have an account 
on how much time is devoted to learning activities and learning goals. Learning experiences are disrupted and 
mobile seamless learning technology provides new solutions to integrate daily life activities and learning in the same 
process. Hence, there is a need to provide tools that are smoothly integrated into adults’ daily life. This manuscript 
presents the NFC LearnTracker, a mobile tool proposing the user to immerse within his autobiography as a learner 
to identify successful physical learning environments, mark them with sensor tags, bind them to self-defined 
learning goals, keep track of the time invested on each goal with a natural interface, and monitor the learning 
analytics. This work implies a suitable tool for lifelong learners to bind scattered activities keeping them in a 
continuing learning flow. The NFC LearnTracker is released under open access licence with the aim to foster 
adaptation to further communities as well as to facilitate the extension to the increasing number of sensor and NFC 
tags existent in the market. 

Main Text:  

I. Introduction 

Self-organized lifelong learning is one of the critical competences for individuals to cope with societal challenges 
and resulting changing demands on job markets. A survey by the European Commission has identified time, location 
and conflicts with other activities as the core barriers to lifelong learning [1]. Nowadays, lifelong learners are 
confronted with a broad range of activities they have to manage everyday. In most cases they have to combine 
learning activities and their professional and private life linking formal and non-formal learning activities. In the 
setting of an adult lifelong learner this is especially difficult as in most cases interests might be highly distributed 
over different domains and keeping up learning needs an extra effort. One of the main challenges here is the 
bridging of learning activities between different contexts. 
Mobile seamless learning technology can offer solutions to address this problem. Seamless learning was first 
defined as a learning style where a learner can learn in a variety of scenarios and in which they can switch from one 
scenario or context to another easily and quickly, with the personal device as a mediator [2]. Succeeding, Wong et 
al. [3] identified ten gaps in seamless learning support: 1) Encompassing formal and informal learning; 2) 
Encompassing personalized and social learning; 3) Across time; 4) Across locations; 5) Ubiquitous knowledge 
access; 6) Encompassing physical and digital worlds; 7) Combined use of multiple device types; 8) Seamless 
switching between multiple learning tasks; 9) Knowledge synthesis; 10) Encompassing multiple pedagogical or 
learning activity models. Lately, a learner-centric view of mobile seamless learning [4] suggests that a seamless 
learner should be able to explore, identify and seize boundless latent opportunities that his daily living spaces may 
offer to him (mediated by technology), rather than always being inhibited by externally-defined learning goals and 
resources. For lifelong learners several key aspects have to be highlighted that are essential problems: 

• No support for learning activities across locations, devices, and environments. There is very little research on 
how to link the different everyday contexts of lifelong learners and their learning activities in these different 
settings. (Seam 3, 4) 
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• Linking learning activities with everyday life activities and the physical world objects. Everyday life events 
trigger different activities that lead to learning events. The linking between the self-directed learning of lifelong 
learners and their everyday environment is not foreseen in todays learning technology (Seam 1, 2, 7, 8) 

• Supporting reflection on learning activities and personal project in heterogeneous environments making use of 
different technologies (Seam 6, 9, 10). 

In summary there is little support for lifelong learners that typically try to learn in different contexts, are busy with 
multiple parallel learning tracks, and must align or relate their learning activities to everyday leisure and working 
activities. Candy [5] has summarized four components of self-directed lifelong learning. These are self-monitoring, 
self-awareness, self-management (planning of learning) and last but not least meta-learning. To date, there is little 
technological support to enable learners in conducting these different activities across contexts and locations. A 
recent survey to lifelong learners on mobile usage habits reveals that there is an association between the type of 
learning activity being performed (read, write, listen, watch) and the concrete location where it takes place [6].  
Hence, there is a need to provide suitable tools for lifelong learners to facilitate bridging learning experiences in a 
seamless flow. In this paper Near Field Communication (NFC) is proposed as an instantiation for natural interaction 
with mobile devices and for seamless integration of technology in lifelong learning. The following section reviews 
previous research of scientific work where NFC has been used with learning purposes. Section 2 identifies the four 
pillars sustaining the design of a mobile tool for self-regulated support: the NFC LearnTracker. In section 3 the core 
features are described and the results of a prototype formative evaluation are presented. Finally, conclusions are 
discussed and future work is described. 

A. Using NFC sensor tags for bridging seams and natural interaction 

Natural User Interfaces and the Internet of Things have been predicted to have an impact on education in the short 
term [7]. Tagged objects are widely accepted and the number of connected devices could reach 50 billion by 2020 
[8]. Different tagging methods (e.g. visual codes, text recognition, image recognition) allow enriching physical 
objects of the world with educational resources [9]. Moreover, the prominent adoption of NFC readers in mobile 
devices has moved this technology from an innovator to an early adopter phase. This frictionless technology will 
enrich our environment facilitating natural interactions with daily physical objects. NFC simplifies and reduces 
several actions to a single action of narrow contact (zero click overhead). These small exchanges of information 
between devices that occur almost instantaneously have been recently coined as micro-interactions [10]. 
Recent work [11], presents some of the potentials NFC technology brings for teaching and learning materials in 
formal education: distributing learning/teaching materials in face-to-face classrooms; enriching printed materials; 
sharing materials among students; delivery of practicals; integration of social networks; access to control materials; 
examinations. Likewise, there is an increasing number of empirical studies using NFC technology in field trip 
excursions [12], [13], connecting digital and physical worlds [14]–[16] or combining this technology within 
Learning Management Systems [17]. Nevertheless, NFC has not been used to tackle the problems of lifelong 
learners. In the following we will frame and integrate these approaches according to the model of Candy [5] 
introduced in section 1.  

II. Design of the NFC LearnTracker 

The NFC LearnTracker is a standalone application developed for NFC-enabled Android (4.03 or above) devices 
released in March 2014 in Google Play1. The NFC LearnTracker uses an embedded database for local/client storage 
in the same application software to avoid privacy issues. The NFC LearnTracker project has been released trusting 
open code license available in an open source repository2 to be downloaded, customized and further extended to 
different learning environments, LMSs, or communities. This section presents the NFC LearnTracker as mobile 
seamless tool for developing self-regulated learning that aims to cover the following gaps in lifelong learners’ 
learning process: 

                                                             
1 NFC LearnTracker in Google Play.  
https://play.google.com/store/apps/details?id=org.ounl.lifelonglearninghub 
2 Lifelong Learning Hub’s code repository. https://code.google.com/p/lifelong-learning-hub/ 
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1. No support for learning activities across locations, devices and environments. 
2. No linking between learning activities and everyday life. 
3. No feedback on lifelong learning activities. 

The NFC LearnTracker has been designed based on the seamless notion that lifelong learners can learn in a variety 
of scenarios and can switch from one scenario or context to another easily and quickly, using the personal device as 
a mediator. Figure 1 illustrates how daily life activities and learning activities are combined in a continuing process. 
The tool presented in this section has been conceptualized on the idea that mobile technology can be smoothly 
integrated in daily life activities whenever interacting with it requires the least number of clicks (zero) possible and 
the duration of any action with the tool lasts not longer than 20 seconds.  
Butler and Winne [18] describe the self-regulated learning model as an iterative process comprising four sequential 
stages: 1) interpretation of own learning paths and task queuing; 2) cognitive process of defining goals and 
monitoring the progress; 3) perform the learning activity; 4) interpretation of external feedback. Focusing on 
lifelong learners, Candy [5] proposes a learner-centric model with four stages (See section 1). Hereby we describe in 
a narrative way [19] how these stages have been covered with the NFC LearnTracker using the scenario of Miguel 
Angel, a PhD student aiming to combine daily life activity (family, work, leisure) with learning activities towards 
the accomplishment of his doctoral degree. 
 

start

end
goal

Set goals
->entry/identify lack of...
-do/identify learning 
environments
-do/reflect on learning 
style
-do/map learning goal to 
learning environment(s)
<-exit/switch
<-exit/track

track

Track learning activity
->entry/learning moment
-do/tap NFC check in
-do/learning activity
-do/tap NFC check out
<-exit/switch
<-exit/monitor

Monitor learning 
analytics

->entry/monitor
-do/visualize learning 
analytics
<-exit/configure new 
subgoals
<-exit/re-configure 
existing goals
<-exit/end

monitor

Daily life activity Daily life activity

Learning activity
configure new sub-goals
re-configure existing goals (env, deadline, time reserved)

Daily life activity
Switch

 
Figure 1. Lifelong Learning goal’s life cycle. UML state diagram 

A. Set goals. 

Miguel Angel knows he needs to improve his academic writing, develop his skills to make effective presentations in 
public, broaden his English vocabulary, and set aside time to read scientific literature. As he engages in these 
learning tasks, he draws on knowledge and beliefs constructing an interpretation of each task´s properties and 
requirements [18]. In fact, Miguel Angel frequently introspects his autobiography as a learner to identify which 
learning environment fits better to which learning task upon his learning style or time availability [20]. This stage 
(fig.1) covers the “Planning for learning” and “self awareness” stages in the self-regulation model for lifelong 
learners [5]. Analogously, Butler and Winne [18] situate the stage of “setting goals” within the cognitive system 
stressing its key importance in shaping the process of self-regulated learning.   
In this stage (first box in figure 1), Miguel Angel reflects on his learning style mapping learning goals to frequently 
used learning environments and tagging them with NFC tags (See use cases in figure 3). Whenever Miguel Angel 
configures his goals in NFC LearnTracker, he takes a NFC tag, taps it with the NFC enabled mobile device so that 
the interface in figure 2A is displayed. He characterizes the goal with a name, specifies the expected outcome when 
he accomplishes the goal, foresees how much time (in minutes) will he devote to this goal on daily basis, and finally 
indicates his expected date to finish the goal. Sticking a NFC tag on a physical learning object enables the 
connection of a variety of tracking data with the learning activity. For example the “check-in” at a NFC tag (fig. 3B) 
can track Miguel´s use of a specific resource (i.e. tablet, book, laptop), at a certain time of the day, or, in a specific 
location (i.e. work, home).  
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A. Linking a purple NFC 

tag to Academic Writing 
learning goal 

B. “Check-in” registered 
for Academic Writing and 
preceding learning event 

history  

C. Learning goals 
configured by the user 

Figure 2. Binding goals to NFC-tagged learning environments with NFC LearnTracker 

B. Perform learning activity.  

Miguel Angel, as most of the lifelong learners [6], recurs to specific locations (e.g. desktop, coach) and moments 
(e.g. waiting times, transitions) to accomplish his learning activities. In addition, Miguel Angel is interested to know 
how much time he devotes to his own learning goals during the day and along the week. Hence, Miguel needs a tool 
with natural interaction, otherwise he will not bother to track short learning moments (e.g. fifteen minutes writing, 
fig. 3A; twenty minutes reading, fig. 3B; ten minutes listening podcasts, fig. 3C; three minutes watching videos, fig. 
3D), and as result it will never be accounted as learning time. Both self-regulation models [5], [18] situate this stage 
out of the scope of the cognitive system. 
In this stage (second box in figure 1) Miguel Angel taps the associated NFC-tag every time he starts/stops a learning 
activity (fig. 2B). Hence, the NFC LearnTracker harvests all learning moments accounting them as real learning 
time with frictionless interactions. 

 

    
A. Write two paragraphs 

for a journal article 
taking the first coffee 

B. Reading scientific 
literature during waiting 

times 

C. Listening english 
podcasts commuting to 
work, college, gym… 

D. Watch top presenters’ 
videos during 

commercial breaks 

Figure 3. Learning activities (write, read, listen, watch) bound to daily learning environments 

C. Monitor learning activities.  

The NFC LearnTracker features learning analytics when defined as “the measurement, collection, analysis and 
reporting of data about learners and their contexts, for purposes of understanding and optimising learning and the 
environments in which it occurs” [21]. Monitoring the state in learning activity can motivate the user towards the 
accomplishment of a learning goal. By comparing evolving states of a task to goals creates conditional knowledge 
that is the basis for further action. This cognitive process has been defined as “internal feedback” [18], “self 
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monitoring”, and “understanding how to learn” [5] in the previously cited self-regulation models. The cues 
identified by the user in this process facilitate the recognition of his learning patterns and as a result, the constant 
update of his autobiography as a learner. 
In this stage (third box in figure 1), Miguel Angel can monitor his learning analytics for a specific goal, or as overall 
performance. Siemens [22] stressed that the focus of learning analytics is exclusively on the learning process. 
Hence, the NFC LearnTracker tracks and visualizes data about the learning process within the specific personal 
learning context for which they were configured by the lifelong learner, and independently from the content 
(subject, topic, etc.) that is learned in the process. The NFC LearnTracker features the following visualizations with 
the aim to foster understanding on learning habits, optimise learning, and, bind successful learning environments: 
1. Percentage of time invested on each learning goal. Learning activities are scattered along the day in different 

locations or transitions. This feature provides lifelong learners an overall summary on how much time is 
devoted to learning goals. Figure 4A illustrates how percentage of total time and number of minutes are 
presented in a pie chart. This visualization can be used by lifelong learners to compare time invested on his 
learning goals, identify priorities to accomplish goals, and, patterns regarding preferences for specific learning 
environments, devices or learning activities (read, watch, write, listen). 

2. Distribution of learning moments along the day. Every lifelong learners performs differently in the sense that 
some of us prefer to do learning activities that require a higher cognitive load or concentration in early morning 
(scientific reading or writing), or do the ones that require least cognitive load (watch videos or dispatch emails) 
while sat on the couch at night during every commercial pause on TV. Lifelong learners are intrinsically 
interested to identify patterns in their learning experiences and scaffold their autobiography as a learner to 
better distribute learning activities in forthcoming goals. Figure 4B illustrates the distribution of the learning 
moments during the day (X axis 0..24) for a whole week (Y axis 1..7). Each spot (square, triangle, circle) 
identifies when the learning activity started.  

3. Monitoring accomplished goals. Monitoring is of crucial importance in relation to the development as a self-
regulated learner. Monitoring is the cognitive process that assesses states of progress to goals and generates 
feedback that can guide further action [18]. Figure 4C illustrates a representation of accomplished learning 
time versus expected time towards a learning goal NFC LearnTracker. 

 

   
A. Quantity of time 

invested in learning goals 
(Percentage or overall time 

and number of minutes) 

B. Distribution of learning 
moments along the day in the 

last 7 days 

C. Foreseen learning time 
(orange) versus effective time 

invested (in purple) on 
Academic Writing in the 

week 

Figure 4. Learning analytics in NFC LearnTracker 
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III. Formative evaluation 

The NFC LearnTracker was presented in March 2014 within a workshop for 14 PhD students. The concept of 
lifelong learning and the scope of the research were introduced where the problems described in the introduction 
section of the current manuscript were enumerated. With this focus in mind, the tool was presented for 30 minutes as 
a potential solution to those problems providing practical examples, making a demo with physical learning 
environments where the tool can be applied and highlighting the natural interaction of the NFC micro-interactions. 
After that, participants filled in a questionnaire containing eight 5-likert-scale questions prompting the participants 
to reflect and rate the potential of the tool to: manage learning goals; foster awareness on preferred learning 
environments; integrate learning with daily life activities; learning activities across contexts; set aside time to learn 
on regular basis; adjust goals high enough to challenge, but not so high to frustrate you; set mini-goals along the 
way; overall rating of the mobile tool to define goals, set-aside time, bind goals to daily activities, keep track of time 
invested on each goal, and monitor these analytics. 

 
Potentials of the tool SD AVG 
Manage learning goals 0.84 3.36 
Foster awareness on preferred learning environments 0.70 3.79 
Integrate learning with daily life activities 0.61 3.29 
Learn across contexts 0.78 3 
Set aside time to learn on regular basis 1 3.07 
Adjust goals high enough to challenge but not so high to frustrate you 1.12 3.21 
Set mini-goal along the way 0.73 3.93 
Overall rating 0.75 3.43 

Table 1. Evaluation of the tool with 5-likert scale (5:“strongly agree”, 1:“strongly disagree”) 
 
Finally an open discussion was proposed around the following two questions: (1) “What kind of feedback do you 
find suitable to be provided with this tool?”. Tips for productive listening, writing or reading were highlighted as a 
potential feedback supplied in the form of pushed notifications. E.g. Participant#4 suggested that it might be 
interesting if she would receive a notification prompting to determine the learning goals before starting the lecture or 
suggesting tips for productive listening like taking notes or asserting. Participant#7 stressed that notifications 
prompting to reflect on what has been learned after accomplishing the learning activity could help to make 
knowledge more persistent. Participant#8 suggested that it would be interesting to rate my perceived productivity 
after a learning activity and correlate it with the time of the day, day of the week, duration of the task, type of device 
used or location where I accomplished the learning activity. Participant#3 suggested providing a notification when 
you should make a break. 
A second question 2 proposed a discussion about (2) “In which learning scenarios do you consider this tool can be 
applied?”. Participant#1 suggested extending the scope of the mobile tool from self-regulation to a scenario in 
formal education. “Books in secondary school could be NFC-tagged so that the teachers could use this tool to get a 
grasp on which subjects do students invest more/less time in their homework”. Participant#9 stressed the importance 
of the tool for self-awareness “this tool could help me to establish some limits to the time I invest in non-academic 
tasks versus the time I invest in academic tasks”. Participant#3 stated, “Sometimes you are so tied up with concrete 
projects that you really need to stop, reflect and organize your learning goals. This tool can be not only used to 
organize your learning time but also any other daily life activity”. Upon all these statements, several participants 
pinpointed to the learning analytics illustrated in figure 4 as a very interesting feature to quantify your learning style 
and become aware of the time devoted to learning activities in long term. 

IV. Conclusions and future work 

The observations on the lifelong learning process indicate that typical learning activities of continuing and further 
education are poorly connected to the daily activities of the learners. There is no support for learning activities 
across locations, devices and environments and there is a need to provide customized feedback to lifelong learning 
activities. The tool presented in this manuscript represents an approach to these problems. Tracking when, where 
and how learning occurs along the day provides rich information to infer lifelong learner’s owns habits. This paper 
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reviews previous work on educational scenarios using NFC and four pillars for seamless support of lifelong learners 
are identified. The NFC LearnTracker has been presented and evaluated as a tool to lead lifelong learners towards a 
self-regulated process: fostering awareness on learning goals and learning moments; facilitating the user to keep 
track of learning time with a natural interface; fostering engagement and motivation on the task providing feedback 
with useful statistics. The Lifelong Learning Hub Project3 has been released under open licences with the aim to 
foster its adaptation to further educational communities as well as to facilitate the extension to the increasing number 
of NFC tags existent in the market. 
As limitations, the evaluation of this tool has been performed in an artificial context (Technology Enhanced 
Learning workshop). The NFC LearnTracker should be tested in longitudinal studies with personal mobile devices 
and in lifelong learning settings. A realistic scenario must contemplate that the single decision to start using the tool 
should be triggered by an intrinsic motivation from the user to explore his learning patterns rather than an externally 
imposed tool. The effects in self-regulation and intrusiveness of logging learning time and monitoring learning 
patterns should be explored in further research. This tool might be an interesting approach to determine whether 
students with more scattered and shorter learning moments are correlated with better or worst performance. 
In further research, we will investigate the effects in self-regulation of self-defined internal feedback loops [23] via 
ambient learning displays [24], [25] based on the patterns identified with the NFC LearnTracker. Additionally, 
services coexisting in smart learning environments will be orchestrated to provide customized feedback based on the 
type of learning task being performed (read, write, listen or watch).  
The contribution of this manuscript is presenting a tool for lifelong learners to bridge scattered personal learning 
environments in which learners can define personal ecologies and experience the interaction with such a system in 
long term typical lifelong learner settings. This research aims at giving an open, flexible and low-cost prototyping 
framework for defining and linking everyday learning activities to contexts, physical artefacts, everyday home 
media solutions, and supporting to link sustainable learner tracks to these components.  
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Abstract:  We present a technique to detect patterns in student’s program source codes. First, we 
describe a source code in the form of an Abstract Syntax Tree (AST). The detection of patterns is 
done with the SLEUTH algorithm for frequent subgraph mining on trees. We provide 
experiments using real data from a programming course at our university. In the paper, we 
discuss the relation between patterns and skills as well as some use cases and further directions 
of our research. 
 
One Sentence Summary: We present a technique to detect patterns in student’s program source 
codes.  
 
Main Text: 

1  Introduction 
One of the best-known problems in educational data mining (EDM) is predicting student’s performance [8]. A great 
deal of algorithms have been applied to predict academic success of students. However, we are interested mainly in 
the following issues/questions: What lies in the background and prerequisities of students’ success? What skills do 
students have and what is their level? We are inspired by a real situation from the programming course at our 
university. Students solve programming tasks and produce source codes. Evaluation of the solutions for the tasks 
solved by students is a complex process driven mainly by subjective evaluation criteria of a given teacher. Each 
teacher is somehow biased meaning how strict she is in assessing grades to solutions. Besides the teacher’s bias 
there are also some other factors contributing to grading, for example, teachers can make mistakes, the grading scale 
is too rough-grained or too fine grained, etc. Latent programming skills of students are somehow “encoded” in their 
source codes provided. Automatic detection of these latent skills (with or without the assistance of the teacher) 
remains still an open issue. 

Pardos and Heffernan presented a model called “Knowledge tracing” [7] and they used it to model students’ 
knowledge and learning over the time assuming that all students share the same initial prior knowledge. To allow 
per student prior information to be incorporated, they introduced an elegant way within a Bayesian networks 
framework that fits for individualized as well as skill specific parameters [6]. However, by considering the needed 
(listed) skills as attributes of the task, it is straightforward to use them also as features in prediction models [9]. 
Desmarais, Naceur and Beheshti [3] introduce different linear models of student skills for small, static student test 
data that does not contain missing values. They compare the predictive performance of their model to the traditional 
psychometric Item Response Theory approach, and the k-nearest-neighbors approach. In [1] they present wrapper-
based method for finding the number of latent skills. 

This work focuses on designing the technique to detect and recognize programming patterns from students’ 
source program codes. Using real data, we illustrate how do patterns related to skills of students predefined by the 
teacher (author of the task) are discovered. The contributions of this work are the following:  

• We introduce a model for representing source codes in a tree-structure.  
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• We propose a simple approach to detect patterns in source codes utilizing pattern mining algorithm. We 
illustrate the complete process of pattern detection on a real-world dataset provided us by our colleagues at 
our university.  

2  The proposed approach 
Our approach is based on pattern detection from source codes and on the analysis of the relationships between the 
found patterns and the skills for programming tasks pre-defined by the teacher. 

2.1  Source Code Representation 
Representation of source codes is a critical issue in designing the process of pattern recognition. We utilize a 
representation scheme of source codes in the form of Abstract Syntax Trees (AST), an example of which is 
illustrated in the Figure 1. AST provide detailed information about the source code which can be used for various 
types of analysis [4]. Various information about a source code, especially syntactic information, is represented in the 
form of a tree in which nodes represent entities of a source code and edges represent relations between these entities, 
both having their own annotations that denote also some semantic properties. 

AST use a tree-like structure to represent the source code in a top-down manner. For example, Java applications 
are represented at the top level as applications, classes and packages while at lowest levels as methods, functions, 
declarations, expressions, and identifiers. Internal nodes of the AST structure represent non-terminal phrases such as 
statements, operations, functions and the leaf nodes represent terminal symbols, such as identifiers, and empty 
declarators. Edges denote tree attributes represented as mappings between AST nodes. AST nodes correspond to 
programming language constructs such as If-Statements, For-Statements, While-Statements, etc. as represented in 
the Figure 1. For more details on AST we refer to [5]. 

Since AST contains lots of abundant information from a pattern detection point of view, we have implemented 
our own filter to generate a representation of a source code in XML format from AST. The resulting representation 
of a source code in an XML format provides us with a better abstraction of a source code in different levels and 
allows us to better specify its important parts needed for the next step of our approach. For example, at the lowest 
level of abstraction only elements without their attributes are taken into account. With the increasing level of 
abstraction we consider more attributes of the elements a the source code.  
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Figure 1. AST structure for a for loop in Java and XML. 

2.2  Pattern Mining 
In our approach we use SLEUTH, an efficient algorithm for mining frequent, unordered, embedded subtrees in a 
database of labeled trees [12]. Mining frequent trees is very useful for mining semi-structured data in different 
domains. Several other tree mining algorithms have been proposed including TreeMiner, FreeTreeMiner, FreqT, 
TreeFinder, CMTreeMiner, they mine embedded/induced, ordered/unordered trees (for more details, see [13]). 

Given the particular source codes, first, we represent them in relevant trees in XML format at the given level of 
abstraction. Consider a representation illustrated in the Figure 2, which shows an example tree of a source code 
represented in an XML format at the second level of abstraction where each vertex contains some additional 
attributes (XML element and its attributes). Second, we apply SLEUTH on the prepared dataset of trees.The aim is 
to find all patterns (frequent, unordered, embedded subtrees) in the input dataset. An example of such a pattern is 
shown in the Figure 2.  

  

  
Figure 2. Example of a tree and a pattern, where LO = LeftOperand, RO = RightOperand, Op = 
Operator, VarDec = VariableDeclaration, val = value. 

We are especially interested in so-called maximal frequent patterns, i.e. maximal frequent subtrees which are 
defined as those frequent subtrees none of which proper supertrees are frequent [2]. 

Finally, we cluster the resulting maximal frequent patterns (since many of them may be similar) and extract a set 
of representative patterns from each cluster of maximal frequent patterns. 

2.3  Relation between Patterns and Skills 
Consider the following instance of the for loop construction in the Java programming language.  

To understand this construction of a for loop, and thus, to be able to use it during programming, we must first 
understand the following four programming concepts we call prerequisites for the for loop the model of which are 
illustrated in the figure 3:  

• variable declaration (int i)  

• variable assigment (i=0)  
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• relational operators (i<5)  

• increment/decrement operators (i++)  

  

  
Figure 3. The model of the prerequisites of the for loop construction. 

An important issue to mention here is “The whole is greater than the sum of its parts” principle. For example, if one 
knows all of these prerequisites for the for loop individually it does not necessarily mean that she is also able to 
construct a for loop itself.  

  

Table 1. Skills levels. 

 

Skill level Examples of skills 
 1 variables, arrays, operators, … 
 2 loops, conditions, recursion, … 
 3 functions, procedures, … 
4 complex constructions, programs, … 

 

Since all prerequisites as well as their combinations and constructions define some kind of skills we can 
categorize the skills into several skill levels according to their complexity. We identified four skill levels which are 
introduced in the Table 1.  

3  First Experiments 
Experiments were performed with a real-world dataset, labeled “PAC”1. The dataset contains the following 
information about students’ solutions: studentID, taskID, teacherID, grade, review, solution (source code). For our 
experiments, however, we used only the following tuples:  

 (studentID,taskID,grade,solution). (1) 
Main characteristics of the dataset are described in the Table 2. Each task belong to one set of tasks, i.e. we 

consider a set of tasks as one complex task containing several subtasks. 

  

Table 2. Characteristics of the dataset used 
                                                             

1 Collected from the “Programming Algorithms Complexity” course at the Institute of Computer Science at 
Pavol Jozef Šafárik University during the years 2011–2014. The course consists of two parts: (A) Introduction 
to programming and OOP, (B) Introduction to algorithms and computations. 
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 Dataset PAC #Students #Sets #Tasks #Codes 

 2011/2012 A 82 7 33 578 
 2011/2012 B 36 9 21 381 
 2012/2013 A 85 6 28 769 
 2012/2013 B 33 10 20 397 
 2013/2014 A 78 7 31 510 

  

We realized experiments on the sets of tasks according to the described steps of our approach above, such as 
representation in AST, conversion to XML, pattern mining with SLEUTH and clustering the maximal patterns. 
When converting AST to our above defined XML format, we used the lowest level of abstraction. 

  

  
Figure 4. The number of detected patterns and maximal patterns with support=1 (i.e. 100% 
coverage) 

The result shown in Figure 4 refer to the number of patterns and the number of maximal patterns detected in the 
data for different sets of tasks. Using maximal patterns we are able to filter out repetitive and meaningless patterns. 
In pattern mining method we used support 0.8,0.9,1 corresponding to 80%, 90% and 100% coverage, respectively.  

4  Use cases and Future Work 
Recommendation: In [10] we proposed a framework for an educational recommender system enriched by the role 
of the teacher. We call it Supervised Recommender System (SRS) which consists of three important components, 
the student, the task and the teacher, generally representing a user, a item and a supervisor, respectively. The idea 
behind SRS is that the student provides a solution (source code) according to her programming skills. The teacher 
verifies the fulfillment of his requirements on the the solution and provides a feedback on the student, i.e. a grading 
and/or a textual comment. An interpretation of such feedback could be how student’s skills meet teacher’s 
requirements. Using this feedback and analyzing the provided source code we could derive student’s skills (patterns) 
and recommend those tasks to her which can more likely improve her skills. Here we have to mention, that teachers’ 
evaluations might contain inconsistencies as we showed in our previous work [11]. 
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Classification: By analyzing of source codes we can classify students’ solutions to different classes and find 
frequent programming patterns discriminating right solutions from the wrong ones. Consecutively, we can use these 
patterns to classify unevaluated solutions to different classes. In our first experiments we used the representation of 
source codes at the lowest level of abstraction and frequent patterns were mined from all the solutions (source 
codes) not taking into account the quality/correctness of these solutions. In further work we will focus on mining 
patterns discriminating correct solutions from the wrong ones for what we intend to use more detailed 
representations of source codes at the second and third levels. 

Plagiarism detection: Patterns detection might be also used for detection of plagiarism among students. The 
aim is to detect and point out similarities between source-code files. Naturally, these similarities should be carefully 
investigated by the academic to taking actions for plagiarism against the students, but the right detection of 
plagiarism is the first step to provide better check of codes by academic and can be used as evidence in the event 
that the academic decides to take matters further. 

Didactics: Programming patterns and the detected skills might be very helpful for teachers to gain better insight 
to the programming habits of students, their main weaknesses and strengths. Patterns can uncover some common 
mistakes students make during programming, and thus, help to improve the didactic techniques for programming. It 
would be also interesting to analyze how the detected patterns in different skills levels (see the Table 1) differ from 
each other. For this reason we have recently started a collaboration with our colleagues working in the field of 
didactics of informatics which will further analyze the patterns resulting from our model. 

5  Conclusions 
We presented a model for mining patterns in source codes in order to map these patterns to corresponding 
programming skills. The proposed model consists of several phases such as source code representation in the form 
of AST and its transformation to XML at different levels, mining frequent maximal patterns and choose their 
representatives by utilizing clustering techniques. Since our work is in its beginning we provided only some early-
bird experiments. We have also discussed three use cases of the mined programming patterns we would like to focus 
on in our future work. 
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Abstract: Today a wide range of technologies exist that support learning and teaching, ranging 
from learning management systems (LMS) to general social media platforms, such as Facebook 
and blogs. However, teaching with such tools and platforms can create various obstacles for 
teachers. Within the Go-Lab project, we aim to engage elementary and high school pupils with 
STEM topics by bringing online laboratory experiments into the classroom. Since using such 
technical software and implementing experiments into the pedagogical flow of their lessons can 
be hurdle for teachers, we have identified the need to support and tutor teachers on using online 
laboratories and their pedagogical implementation in the classroom. The Go-Lab Tutoring 
Platform offers teachers peer assistance for expertise sharing related to online labs, pedagogy and 
the Go-Lab portal. Teachers, lab owners and scientists can help each other and share their skills 
and knowledge. To sustain this tutoring platform, we aim to build a community of practice and 
apply various social media techniques. This paper elaborates on the design, the first prototype 
and an early evaluation of the Go-Lab social tutoring platform. Furthermore, the business model 
is discussed and realisable via a credit system, ranging from social rating to payment 
mechanisms. 

One Sentence Summary: To support and educate science teachers when using new technologies 
such as online laboratories, a social tutoring platform is presented that provides several 
communication means and social reward mechanisms to foster community building. 
Main Text:  

 
1. Introduction 

Nowadays an abundance of tools is available to solve numerous problems and tasks. 
Facing a chore, people often say: ‘There is an app for that!’ Likewise, also for learning and 
teaching various technologies are at the disposal of teachers and students, ranging from classical 
learning management systems (LMS), learning analytics dashboards to the repurposing of 
existing social media platforms, such as Twitter, Facebook, and blogs. Nevertheless, 
implementing these technologies in the classroom is often not straightforward and can create 
technical and pedagogical hurdles. 

Bringing new technologies into the classroom is the mission of the Go-Lab project 
(http://www.go-lab-project.eu), where the main goal is to engage school students with STEM 
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(Science, Technology, Engineering, and Mathematics) fields by bringing exciting online 
laboratory experiments into the classroom. Online labs play an important role for science 
education at schools [9, 10, 12]. For instance, students could operate the high-powered, robotic 
Faulkes telescope (http://faulkes-telescope.com/) located in Hawaii from the classroom to 
investigate astronomy, or students can investigate particle collisions using software to analyse 
real data from the CERN Large Hadron Collider. However, the successful integration of such 
scientific software into a course can be difficult. To overcome these barriers, the Go-Lab project 
wants to assist and tutor STEM teachers on the use of online laboratories and appropriate 
pedagogical methodologies. The Go-Lab Social Tutoring Platform offers teachers assistance 
from lab owners, scientists and their peers who can share their expertise and experience with 
online labs, pedagogy and the Go-Lab portal [8]. This portal consists of two main components: 
the Lab Repository (http://www.golabz.eu) and the Inquiry Learning Space (ILS) Platform. The 
Lab Repository focuses on collecting and sharing online labs, supporting apps and inquiry 
learning spaces. The ILS Platform allows teachers to build such ILS [7], which are learning 
environments using online labs and supportive apps from the Lab Repository with learning 
content and tailored to the inquiry-based learning methodology. Teachers can then share such an 
ILS with their students. 

On the Social Tutoring Platform, teachers can request help sessions with peers or experts 
through different communication channels. Sharing practices and user interactions are 
considered important factors for learning by many educators [5, 13, 6]. The Go-Lab Tutoring 
Platform is a social media platform to build a community of practice [13]. For instance, teachers 
and tutors will have social media profiles that describe their expertise and their skills. 
Furthermore, their skill reputation can evolve based on social ranking and commenting. 
Additionally, the social aspect is also reflected in a bartering process for help sessions through a 
credit system to reward tutors. This bartering process allows tutors to barter their knowledge and 
time against credits, e.g. social credits such as positive comments and badges. Teachers looking 
for help can become tutors after they get expertise from peer assistance. Tutors can also lose 
their tutor position if they get poor rating from users. 

In this paper, we present the design, implementation and first evaluation of the Go-Lab 
Social Tutoring Platform. Our preliminary results show that a tutoring platform is highly needed 
for online lab communities. This paper is organised as follows. Section 2 analyses the 
requirements of a social tutoring system based on use scenarios. After a brief theoretical and 
practical overview of the state of the art, we present the conceptual design of the system, as well 
as a development road map in Section 4, together with a first prototype. The first evaluation 
results are discussed in Section 5 and we conclude with an outlook in Section 6. 
2. Use scenarios and requirements analysis 

The target users of the Go-Lab Tutoring Platform are mainly school teachers who 
potentially need help when they use an online lab in their lessons. To support sustainability of 
the platform, the target groups are not limited to school teacher communities. Parents can be 
interested in hiring tutors to help their children finish online lab school tasks. And more 
generally, interested people, such as hobby astronomers, can be willing to spend time and even 
money on using online labs for life-long learning. 

To illustrate this, we present a simple scenario. A teacher, John, wants to use an online 
telescope lab that he found in the Go-Lab Lab Repository. But he does not know how to operate 
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the telescope. He finds a list of lab tutors on the lab repository page of the telescope lab. He 
contacts one of the tutors, Chris, books a help session, connects via an online video call and gets 
detailed info from Chris on how to teach with the telescope. John gives a high rating to Chris and 
writes a positive review. Based on this, Chris’ profile is awarded an “excellent tutor” badge after 
Chris has helped the 15th happy user. 

Based on this scenario, the functional requirements of the platform include: 

• Single sign-on. Although authentication is needed for most functionality of the Social 
Tutoring Platform (e.g., not for searching), it should be user friendly, thus the same login 
information as in the Go-Lab Portal is reused (which most social tutoring platform users 
will already have). 

• Managing a user profile. A user can create and update a profile with personal 
information and his expertise. Tutors can add help offers and time slots (help sessions) 
for their specific expertise to their profiles. 

• Commenting and rating. Users can comment and rate a tutor after they get help. This will 
be shown in the tutor’s profile. 

• Contacting, bartering, and communicating for tutoring. Communication channels (e.g. 
email and video or audio chat) are required for tutoring sessions and the bartering process 
between tutors and Go-Lab users. A video chatting channel with screen sharing should be 
provided to create a real-time, face-to-face like help session. Tutors also require a 
resource upload tool to share learning resources with the users who need tutoring. 

• Booking tutor time. A booking functionality to schedule a tutoring session is also 
provided that gives users a clear overview of a tutor’s availability via a calendar. 
Bookings can be cancelled. 

• Recommending tutors. Recommendations of potential experts will be provided for the 
labs or ILS on the Lab Repository. 

• Searching tutors. Users can search appropriate tutors for certain labs, ILS or specific 
skills. 

• Listing tutors. A list of experienced tutors is provided per lab and ILS. 

• Assigning credits to users. Users get a certain number of credits when they start using the 
Tutoring Platform in order to book a tutor’s help session. This functionality extends the 
complete bartering process. Credits could be social media badges, vouchers, and real 
currency. 

• Exchange credits among Go-Lab users and tutors. As a sequence of assigning credits to 
users tutors offer their help sessions in exchange for users’ credits. Tutors can re-use 
them to get help from other tutors. 

 

3. Related work 

3.1 Communities of practice 
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Among many learning theories, we focus our research on the community aspects. 
Interactions between community members play an important role in communities. Online lab 
communities are groups of users who share a concern or a passion for online labs or a scientific 
domain and who interact regularly to educate themselves, which fits Wenger’s definition of 
communities of practice (CoP) [13]. Furthermore, three features are specified in [13] that 
identify communities of practice as different from other communities: 

• mutual engagement is the action taking place among users such as participation and 
collaboration, e.g. cooperative manipulation of online labs; 

• a joint enterprise specifies a set of rules, e.g. guidelines to conduct virtual experiments;  

• a shared repertoire refers to a common learning resource repository, e.g. online lab 
repositories. 
Our previous research results show that social media penetrates and helps community 

building for teachers and research projects [2, 3]. We explore the social tutoring aspect in this 
paper. 

3.2 Existing bartering platforms 

As inspiration for the credit system, we surveyed existing bartering platforms to assess 
how users are motivated to help each other. Various platforms exist that barter a large range of 
goods or services, e.g. BarterQuest (http://www.barterquest.com/), TradeYa 
(http://tradeya.com/), and SwapIt (http://www.swapit.co.uk/). These bartering platforms use 
points or miles instead of money to equalise trades or acquire items or services. Such points can 
be purchased, which enables non-cash trading on these platforms. If we only observe services, 
knowledge and skill exchange bartering, these platforms are often evolved from helpdesks or call 
centres. The recently rolled-out Google Helpouts (https://helpouts.google.com) integrates the 
Google Hangouts video chatting functionality to offer help session with experts (e.g. in cooking 
or repairing your computer) for free or monetary payments. 

The bartering credits range from social media badges, virtual currency, to real currency. 
The Mozilla OpenBadges platform (http://openbadges.org/) develops the Open Badges standard 
for online assessment. Similar to badges in FourSquare (http://foursquare.com/), learners are 
motivated to learn by collecting widely accepted Open Badges as an incentive method. Social 
help platforms, such as the Q&A site StackExchange (http://stackexchange.com/), use social 
rating mechanisms to rate the best answer and rate the users who provide the answers. [11] 
proposed a competence model with a virtual currency based decentralised credit system to make 
incentives for self-regulated learner communities. Google Helpouts employ Google Wallet for 
the payment system with real currency. In the context of teachers’ communities, quality labels at 
national and European levels are assigned to motivate teachers in eTwinning 
(http://www.etwinning.net/). 

In comparison, currency-based exchanges bring users monetary profits, while social 
media badges motivate users through gamification approaches. Such ratings are then used to 
compute an overall trust score of the expertise of a tutor, which often provides extra motivation 
for these tutors [4]. 

 
4. System architecture and implementation 
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The Go-Lab Tutoring Platform enables users to get experts’ help and those users can 
eventually become online lab experts. The Go-Lab Tutoring Platform supports the online lab 
knowledge and skill acquisition process of the users. The concept of communities of practice 
supports this dynamic process. The lab repository collects online labs and inquiry learning 
spaces. A list of recommended lab tutors is listed on each lab page of the lab repository. Tutors 
and teachers carry out mutual engagement via creating help sessions, searching for tutors, getting 
recommended tutors, conducting help sessions, and ranking or commenting. The award 
mechanism of assigning social media badges or involving payment is settled to maintain the 
platform as a joint enterprise. Hence, the social tutoring platform is capable of delivering 
community specific tutoring services. At the same time, the Go-Lab Tutoring Platform can 
benefit of the dynamics of a social network, for instance regular users that are highly rated can be 
upgraded to tutors based on this community (cf. [1]). 

 
4.1 Architecture of the Go-Lab Tutoring Platform 

Figure 1 depicts the architecture of the Go-Lab Tutoring Platform and its relationship to 
the Go-Lab portal and booking system. The Go-Lab Tutoring Platform is supported by a credit 
system and a set of components to find and book tutors. The social platform components manage 
user and tutor profiles and provide social features such as user comments and ratings on the user 
profiles and the help sessions. A user profile includes the name, contact information, a short 
description, and expertise in related online labs and inquiry spaces, and an activity log. Users can 
write comments related to the help session and rate the help sessions and the tutor using a five 
star rating on each other’s profile. The average rating is calculated and listed in each user profile. 
The contact and communication component provides different contact channels between users 
and tutors. Such channels are required to contact, to barter for a help session, and to conduct the 
help session. They comprise emails, contact forms, chat rooms, screen-sharing, and video-
chatting. For example, one can email a tutor to make an appointment of a help session, while the 
help session itself is done through the video chatting tool. 

 

Figure 1. System architecture 
 

In addition, users can book a help session with a tutor via the tutor booking component, 
which supports calendar-based booking through the Go-Lab booking system. The booking itself 
consists of different checks. First, it is checked whether the teacher has sufficient credits to pay 
for this help session. If this is not the case, then the transaction aborts. If there are sufficient 
credits, the availability of the tutor is validated by the tutor booking component using the 
booking system logic via the Tutor Booker component interface. If the tutor is in the meantime 
unavailable, the transaction is aborted. Only when the tutor is available and there are sufficient 
credits, the credits are transferred from the teacher to the tutor profile using the credit system. In 
case an error occurs with this payment, the teacher is notified. Otherwise, the tutor booking is 
created. 

Furthermore, one can search for tutors via the tutor search component and get 
recommendations of tutors on the portal through the tutor recommender component and the tutor 
search interface. The credit system provides mechanisms to award tutors for the provided help. 
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Besides the social reputation growth of users on the platform (e.g. via gamification badges or 
scoring systems), the credit system attempts to explore potential business models for experts and 
users in need of help. It uses both vouchers and monetary bartering. Go-Lab teacher communities 
can get vouchers for free supported by the Go-Lab project, while other users need buy vouchers. 
Thus, through monetary payment hobby online lab users can get access to a variety of remote 
labs and virtual experiments, which also provides an exploitation plan for sustainability of Go-
Lab portal. 

The Go-Lab Tutoring Platform provides on the one hand assistance to teachers that need 
support to operate online labs and inquiry learning spaces; and on the other hand a social 
platform for tutors and experts to improve the visibility of their expertise. The tutor’s social 
profile together with the credit system to award tutors, will enable this visibility. Bartering and 
currency-free bartering will be used to award tutors for the provided help. This bartering process 
is supported by social rating based social media badges. Such social media badges indicate the 
expertise or trust score of a tutor. To make this work, a credit system or point system is needed to 
conduct the bartering process. The credit system is initially optional for the Go-Lab Tutoring 
Platform to ensure teachers to receive tutors’ support for free. Gradually, the system applies 
vouchers in the credit system. We plan to involve lifelong learners gradually through payment, 
which can sustain the Tutoring Platform beyond the Go-Lab project’s funding. 

4.2 User interface 

The Go-Lab Tutoring Platform user interface offers its users to search tutors, to view 
tutors’ profiles, to contact tutors and book help sessions. Most important, it enables users to carry 
out the help session. It also provides a tutor list on the Go-Lab Portal. When one views the online 
labs and ILS on the lab repository, one can also see the tutor list with their ratings. 

Each tutor’s profile is managed on the platform as depicted in Figure 2. It displays a basic 
description of a tutor with contact information and average ratings as well as labs and inquiry 
spaces in which the tutor has expertise. A tutor can list the help sessions she/he offers, which can 
be booked. Tutors have access to a centralised booking calendar, called ‘My calendar’, by 
clicking the booking button in the upper right corner, which employs the calendar manager of the 
booking system. Users can comment and rate this tutor. A user’s rating will be calculated as an 
average. More advanced, robust rating metrics can be considered when needed. A first prototype 
has been implemented and is available at http://dev.bpf.golabz.eu/. 

 

Figure 2. Tutor profile management and the list of help session offers. 

 

5. Evaluation 

In order to continuously improve the design and user experience of the Tutoring 
Platform, participatory design surveys are conducted to evaluate the current prototype and assess 
whether the user requirement assumptions are correct. The first survey focused on users’ skills 
and knowledge about physical and online labs, their need for experts’ help, the appropriate 
incentives for tutors, and their experience with the Go-Lab Tutoring Platform prototype. 

Seven survey participants were introduced to the platform and played the role of either a 
tutor or a teacher. Each created a profile. After that, test tutors created help offers. Test teachers 
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explored the tutors’ profiles and searched for help sessions. Afterwards, test teachers booked 
help sessions. If a help session was booked successfully, a Google Hangout link was created for 
this help session. Then, tutors were helping teachers via Google Hangout. After the hands-on 
experience, seven participants completed the online survey. 

The survey results from the first participatory design workshop show: (i) the users need 
help and support because they face problems and look for expertise during online lab use; (ii) 
incentives such as being paid or getting social badges motivate tutors mostly. Figure 3 depicts 
the results related to which incentives users prefer in exchange for tutoring (using Likert scales 
from ‘1 – absolutely inappropriate’ to ‘5 – absolutely appropriate’). On the one hand, the 
participants are indecisive whether they want to provide help for free (Figure 3a) with an average 
rating of 3.2. On the other hand, they prefer to tutor in return for social media badges (3c, 
average rating 4.3) or want get paid (3b, average rating 3.9). Bartering for getting help from 
other tutors (3d, average rating 3.9) is also perceived as positive. Overall, the proposed 
incentives are perceived as appropriate. Furthermore, participants were asked which type of help 
they would prefer. The two most valued types of help were face-to-face and online meetings. 
Still positively perceived were a helpdesk and online discussion fora, while the participants were 
indecisive on social media and online search. 

 

Figure 3. User survey on incentives in the Go-Lab Tutoring Platform 
 

Further feedback refers to the user account integration with one’s Google account and 
limitations of applying only Google Hangout. A search mechanism for domain-specific help 
sessions is deemed important. These comments will be taken into consideration for the next 
iteration of the prototype. 

 
6. Conclusion 

A social tutoring platform is a complex system that requires much more functionality 
than just some social features. We have applied the communities of practice theory to support a 
community of online lab experts acting as tutors and teachers. Our Go-Lab Tutoring Platform 
has the potential to make the Go-Lab Portal comprise a sustainable market place of knowledge 
and skills about online labs and their pedagogical implementation. We have proposed several 
communication channels to provide assistance and a credit system providing different 
mechanisms (e.g. social badges) to award tutors for their time and their expertise. Furthermore, a 
first version of this platform has been implemented and evaluated. It is a promising solution to 
support teachers’ lab usage skills by tutoring and knowledge sharing. Furthermore, the Go-Lab 
Tutoring Platform fosters the evolution of specific user communities who have or search for 
expertise, in order to operate online labs or creating ILS properly. 

One can see the Go-Lab Tutoring Platform as a support mechanism for the Go-Lab Portal 
and its Lab Repository. By providing tutoring activities more teachers will be attracted and 
supported to use more online labs and the portal. The credit system with vouchers, social badges 
and payment with real currency could reach out to external user communities beyond teachers 
and students. Through their monetary support the online labs and the Go-Lab portal can be made 
sustainable beyond the Go-Lab project’s lifetime. 
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Our first evaluation shows that online lab users do need help and value skill bartering via 
a credit system to motivate users to help each other. The prototype still needs further 
improvement and a larger user evaluation needs to be conducted to assess its usability and 
business model, which assures the realisation of the credit system. The current prototype has just 
demonstrated the basic features of a social tutoring platform. Hence, we plan to extend it with 
further features and functionality in the future, such as tutor recommendations and advanced 
search. 
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Figure 2. Tutor profile management and display of help session offers 
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Figure 3. User survey on incentives in the Go-Lab Tutoring Platform 
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Abstract: 3D virtual environments (3DVE), also referred to as virtual worlds or the immersive 
web, are networked multi-user client-server software systems designed so that the natural human 
perception of the world is represented using 3D objects. Avatars represent users, allowing them 
to interact with other avatars, non-player characters and objects within the environment. 3DVE 
are used in gaming, reconstructions, business and education. This study investigates 3DVE as a 
tool for assisted learning. A prototype of a 3DVE for assisted learning was developed to provide 
learners with disabilities educational resources supporting life skills. The research was carried 
out in a secondary school in Scotland where participants were learners within the Department of 
Assisted Support. The case study focuses on learning about safety in the kitchen and carrying out 
basic everyday tasks. This paper discusses different learning scenarios, the physical and virtual 
environment and the usability of a 3DVE for learners with special educational needs. The results 
demonstrate that 3D virtual environments can be used to enhance the learning process in four 
main areas: social interaction, collaborative working, self-directed learning and exploration. 
 
One Sentence Summary: Reconstructed 3D models afford familiarisation and reinforcement in 
life skills, enhancing the learning experience of assisted support learners. 

 
Main Text:  

Introduction: Learning Disabilities 
 
Reading, writing, mathematical calculations and basic life skills are considered essential for 
independent living in modern society. Their importance is reflected in the curriculum of 
education systems which teach these skills to learners as core subjects throughout formal 
schooling.  Whilst many learners achieve the benchmark for these skills, those that do not have 
attracted the interest of educationalists, medical professionals and psychologists. Within the 
section of learners yet to attain the expected skills level, there exists a sub-section of ‘unexpected 
underachievers’ identified as having “learning disabilities”. Learning disability as a field of 
research is rooted in the premise that the cause of learning difficulties is a dysfunction in the 
neurobiological system of an individual. The United States National Joint Committee on 
Learning Disabilities [1] defined learning disabilities as a general term that refers to a 
heterogeneous group of disorders manifested by significant difficulties in a number of learning 
domains such as reading, speaking and listening [2]. 
 
This group experience lower learning ability and learning progression rate when compared to 
other children of the same age with similar learning and social opportunities and can display 
poor memory retention, whilst others have lower learning abilities due to one or more of: 
retarded motor skills, poor writing skills, reduced ability to read text, inability to spell correctly, 
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lack of text organization skills and poor comprehension [3]. Learners with Autism Spectrum 
Disorder (ASD) or Down’s syndrome experience challenges when coping with everyday 
activities and social interactions. Autistic children are often characterized with low memory and 
little imagination. This makes certain objects and places potentially harmful. The Scottish 
Curriculum for Excellence aims to produce confident individuals that are capable of learning and 
applying new skills, and succeeding as a responsible member of society. To prepare learners for 
successful independent lifestyles, one of the subjects undertaken is Life Skills. This subject 
teaches learners how to cook simple dishes and how to use everyday objects safely in a kitchen 
setting. However, when experiencing a real kitchen setting, educators have witnessed this type of 
learner injuring themselves while attempting to carry out activities in the kitchen and learning 
about safety: “One of the learners keeps cutting his fingers with a knife whilst in the kitchen 
because he always picks up the wrong end of the knife” as described by a teacher in the 
Department of Assisted Support. 
 
3D Virtual Environments 
3D software systems are heavily utilised by modern computer games and have more recently 
been explored for use in reconstruction of ancient sites [5], in businesses building virtual 
communities [6] and education [7]. 3D virtual environments (3DVE), also referred to as virtual 
worlds, are networked immersive multi-user client-server software systems designed so that the 
natural human perception of the world is represented using 3D objects. Avatars represent users, 
allowing them to interact with other avatars, non-player characters and objects within the 
environment [8], [9]. The ability of users to freely construct and manipulate objects in this 
environment without the limitations of physics or a 2-dimensional view is one of the strong 
factors supporting their use in education.  
 
The learning affordances of 3D virtual environments make them a potentially powerful 
educational tool. Studies suggest that autistic persons have social desires but often display 
unacceptable social behaviours due to their inability to initiate conversations or understand non-
verbal social communications [10]. In 2012, Schmidt et al [11] carried out a study using a 3D 
environment to assist young people with ASD and showed that the focus group responded and 
continued interactions with each other within the environment. Children with ASD experience 
presence and spatial awareness in 3DVEs in a manner similar to children without learning 
disabilities however their social judgements in-world remained the same as they displayed in 
their traditional classroom environment [12].  
 
Supporting the Learning Process 
The majority of the learning population can easily acquire and apply crucial learning skills. 
These skills are not only necessary within a formal learning environment, but can also be applied 
to safety in everyday living tasks. For learners with special needs, these skills are difficult to 
learn and they can be at risk of self-harm in everyday environments such as the kitchen. Also, 
due to lack of confidence, social interaction is often quite low amongst this group. In a traditional 
setting, the teacher is responsible for teaching the learners both theoretically and practically on 
safety in the home and basic human social cues. 
 
Using avatars to represent a user within the 3DVE allows the user to experience realistic 
simulations of the real world. 3D environments provide a ‘safe’ place to practice potentially 
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dangerous tasks such as using a knife to cut food. In addition, it allows learners to participate in 
collaborative working and social interaction through in-world chat functions without being self-
conscious.  
 
3DVE also allow the user to simulate and push the boundaries of human navigation using 
walking, running and flying modes. Learners with special educational needs face challenges with 
coordination, operating gadgets and spatial coordination. Our initial research investigated the 
ability of learners to navigate within the 3D environment and recognise objects. In achieving 
this, we were able to observe the navigation modes used to explore the environment and the type 
of items successfully identified by learners. 
 
Scope of Work 
 
Three studies were carried out at a secondary school (ages 12 – 17) over a period of twelve 
weeks. Forty learners between S1 and S6 at a secondary school in Scotland, UK participated in 
the study. The learners had been diagnosed with a wide range of learning difficulties including 
Down’s syndrome, Dyslexia, Dysgraphia, Autism and Dyscalculia.  An initial observation was 
conducted with learners in their traditional learning activities and environments, the goal being to 
understand the techniques used and the challenges faced by the learners. Following on from this, 
two further studies were carried out introducing the students to a specially created 3D virtual 
environment. In both studies, key areas of interest were: i) the ability of learners to recognise 
objects in the environment; ii) the effect avatars had on the learning process; iii) how distracted 
or engaged the students were when using the resource; and iv) features of the environment that 
the students found most interesting. The software engineering development process is shown in 
Figure 1. 
 

 

Fig. 1. An overview of the virtual kitchen development process used to carry out the study on learning about safety in the 
kitchen. A user-centred approach was applied and the user requirements were verified and improved through an iterative 
development process. 
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Developing a 3D Kitchen 

The virtual environment used in this study was created using OpenSim. Pictures of the actual kitchen were taken and 
then used to reconstruct a 3D model of the kitchen.  See Figure 2. 
 

 

Fig. 2. The actual kitchen used by the School to teach Life Skills and safety in the kitchen and the corresponding 3D model used 
in the final study 

One challenge faced during the reconstruction was scaling. The actual kitchen is small and 
compact; therefore 1:1 scaling would result in difficulties when navigating the avatar. The 
building plan was unavailable therefore estimates based on the avatar were made in determining 
the size and layout of the building. OpenSim has limitations in the level of detail afforded to an 
object. Creating objects is time-consuming and the build interface is not always intuitive. Large 
objects with simple structures (the building and cupboards) were built in OpenSim. Other objects 
(e.g. microwave) were created using Google SketchUp Open-source objects were also imported 
from Google 3D Warehouse.  
 
The objects and associated tasks forming part of the study were designed to cover the life skills 
commonly identified as lacking in children with special needs. The virtual kitchen was 
augmented by 2D webpages which provided the group with a range of interactions and feedback 
to suit their learning needs and the type of learning task being carried out. The 3D technology 
was selected to give the learners knowledge of the spatial representation of the kitchen area and 
items in the kitchen. Interactions with items in the kitchen were linked to the supporting 
webpages which included quizzes (see Fig. 3). 

 

Fig. 3. The homepage of the web quiz has a written question at the top and two pictures for the students to select their answer 
from. Clicking on a picture opens a feedback page using audio and picture feedback. 

Homepage(
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Accessing the 3D Kitchen 

The avatar in the environment can be controlled using different devices. The default set up with 
the environment was a Microsoft Xbox controller. This was selected as the default device in 
order to enhance the game-like experience of interacting with the environment. Also, studies 
have shown that the motor skills of children with learning difficulties do not impede their ability 
to use game controllers [13], [14], [15], [16], [17]. However, for users that have difficulties using 
the Xbox controller – perhaps due to lack of experience – the options of keyboard and mouse 
was available. OpenSim runs on a PC. It can be accessed from a networked server or from a local 
host server on a local computer. The environment was projected using an electronic board, a 
smart TV, laptop and desktop systems, which were all connected to the same LAN, an intranet.  
This allowed the different users logged onto the environment to view and interact with each 
other. 

Observing the Learning Scenarios  

The participants in this study face challenges with communication therefore observational 
methods were deemed most appropriate and comprised the primary data collection method. 
However a small questionnaire was used to collect data from the learners, and teachers were 
interviewed after the study. Learners were also encouraged to provide open-ended feedback 
using drawings and short reflective accounts about their experience using the environment. From 
the data collected, the learners expressed their opinions relating to virtual and traditional 
environment, the usability of the controllers, if they enjoyed the experience and aspects that 
could be improved. 
 
An accurate quantitative analysis of the study proved difficult. Notes were transcribed from the 
observational studies. Based on these transcripts, and data collected through the questionnaires, 
reflective accounts and drawings, inferences were drawn. Feedback from teachers was collected 
and transcribed relating to the impact the environment had on the learners and areas, and 
improvements that could be made from their perspective. 

Learning Scenario 1 – Traditional Environment 

An initial study was carried out to gain a better understanding of the curriculum, needs of the 
learners and the teaching methods used. During classroom activities learners were asked to 
complete tasks based on their level on the ability continuum. The tasks completed included (1) 
making a sandwich (2) reading comprehension (3) cutting a piece of wood. Learners displayed 
difficulties with memory retention, motor skills, coordination, reading and writing. In this 
environment, the teacher plays a central role in the learning process. Teaching was reinforced 
using pictures, speech, signs and symbols using the Boardmaker tool. The methods in use and 
difficulties observed during this initial study prompted areas to observe more closely in scenario 
2 and informed design aspects of the 3D kitchen, used in the final study. 

Learning Scenario 2 – Spatial Awareness and Navigation 

The second study investigated the ease with which learners with special educational needs could 
navigate within the virtual environment, their spatial awareness, level of engagement with the 
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environment and their ability to carry out exploratory learning activities. Success and difficulties 
in completing tasks and interacting with In-world objects informed the design of the 3D kitchen.  

Learning Scenario 3 – Safety in the Kitchen 

The final study focused on using 3DVEs for teaching safety in the kitchen. A 3D reconstruction 
of the existing school kitchen was developed and used. The aim of this study was to explore 
different learning affordances supported by the environment and its ease-of-use for the target 
users. Familiarisation with the 3D kitchen and its objects could be used to prepare learners for a 
subsequent visit to the School’s kitchen, or alternatively reinforce life skills after visiting the 
location. Learners were encouraged to explore the kitchen and interact with objects. Interacting 
with specific objects presented notecards (with minimal text), caused the objects to react 
(opening doors), opened external webpages or played in-built audio and video media.  

Results and Interpretation 

Learners exhibited a high level of self-paced learning. Without being prompted, they explored 
the buttons on the Xbox controller to find out how it controlled the avatar. However, some 
participants had difficulty using the controller. Learner A, who has been diagnosed with autism 
and has a history of problems adjusting to a new environment, was keen to use the virtual 
environment. Learner B complained about the controllers and said they were not familiar with 
using them because they did not have an Xbox at home. By the next session, there was 
considerable improvement in their use and confidence with the controllers. Learner C had 
difficulty with navigation during the first session but by the end of the session had improved 
considerably. 
 
All participants experienced difficulty navigating through buildings, therefore an instructor had 
to take control of an avatar in the environment and ‘lead’ them through the buildings. Another 
issue with self-directed exploratory learning within this environment is the possibility of the 
learners being interested in activities other than the intended tasks. As the environment is 
inherently gaming, combined with the use of Xbox controllers and the lack of strict learning 
outcomes, the learners often focused their attention on exploring the navigation options of the 
avatar; flying, walking and running. Clicking on objects also invited the learners to take a web-
based quiz. This quiz was displayed using pictorial choices, Boardmaker symbols, audio and 
minimal text. Interaction options included rollover techniques by placing the cursor over a 
picture or clicking on the picture. Learners were able to recognise that the kitchen was modelled 
on the School’s kitchen. 
 
Cooperation and collaboration are important skills reinforced by teachers throughout the Life 
skills activities. To continue this theme learners were placed in groups of 5 and provided with a 
single controller. Three groups took part in the study at a time and were provided with tasks to 
complete working as a group. Working together produced little difficulty however some 
participants were reluctant to handover the controller. This provided an opportunity for the 
learners, when prompted to develop mediation and negotiation skills. 
 
Avatars represent users in 3D environments this removes scrutiny away from the actual learner 
encouraging them to attempt interactions they would have otherwise avoided. Higher levels of 
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social interaction were observed when compared to the traditional classroom environment. Due 
to the close proximity of the users in the same room, the speech functionality supported by the 
environment was not utilised. Using their avatars, communication was achieved using the in-
world chat feature allowing dyslexic learners to further develop reading and writing skills. 
Autistic learners showed considerable improvement through interacting with other learners and 
their willingness to try out a new environment. This could be attributed to the removal of not 
being required to understand the non-verbal cues that are distinctly human. 
!
There was competition for the controllers, but learners passed them to each other and helped 
identify objects and locations while someone else controlled the in-world avatar. Through chat 
IM on OpenSim, the learners interacted with each other and eagerly incorporated challenge and 
competition into the learning activities. 

Feedback from Learners and Teachers 

In each study, learners were asked informally for their thoughts about the environments and were 
given questionnaires to fill. The following are quotes from the learners; “Searching for 
information on virtual environment was more interesting than searching on Google”, “I like it”, 
“brilliant”, “cool”, “historic”, “peaceful”. Learners also said they felt like they were actually at 
the reconstruction site while using the environment. After the second user session, a few learners 
drew pictures and compiled a short reflective account on their experience. When using the virtual 
kitchen in the final study, they were able to recognise it as a model of the kitchen used at their 
school. Some experienced difficulty in identifying what to interact with. With prompts from the 
development team, they were able to initiate and complete learning activities. 
 
Teachers acknowledged that the level of detail in the environment was suitable for the needs of 
the lowest ability group. The use of labels for objects in the kitchen was deemed very helpful. 
The picture labels on cupboards and drawers are suitable for autistic learners providing visual 
clues as to what is behind the door. The audio functionality is very suitable for some of the 
learners with reading difficulties. Teachers also noted that Learner A had never been seen to 
accept a strange process or procedure so quickly before. Teachers were confident that the 
environment would be useful to the department especially if developed further with increased 
functionality. 
 
Conclusions 
This study explored the use of virtual worlds in teaching life skills to students with learning 
disabilities.  It has been shown that 3D virtual environments can be crafted to provide engaging 
scenarios, which can enhance the learning experience for learners with a wide range of learning 
difficulties. In order to develop a successful virtual learning environment, key functionalities to 
consider are the interactions and activities available to users. This study made use of text, 
animations, videos, pictures, audio, and online quizzes all of which provide immediate feedback. 
 
Good preparation is essential. Before deployment, teachers should be familiar with the 
environment and have full control over their avatars and be able to communicate with learners 
through the in-world chat or speech functionality. Learners are likely to have a better 
understanding of an environment that they are already familiar with, therefore using learning 
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content that reinforces their traditional environments or using tutorial videos featuring their 
teachers is recommended. 
 
Feedback provided by learners and teachers, highlight the potential of 3D environments for use 
in the area of assisted learning. This research demonstrates that across the continuum of learning 
and social difficulties, assisted learners are able to use Xbox controllers in accessing virtual 
environments and displayed the ability to carry out self-paced learning activities. An empirical 
study to investigate the effects over an extended period of time could provide further evidence. 
The prototype allowed exploration of different learning interactions and methods for feedback. 
The use of animated feedback within the world to improve the user experience could be 
explored. An investigation into the learning affordances of the virtual environment to determine 
the factors, which provide a more suitable learning experience for the different learning 
difficulties, would also be beneficial. 
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Abstract: This paper discusses a Virtual Histories project, which developed a digital 
reconstruction of St Kilda. St Kilda is the most remote and western part of the United Kingdom. 
It was evacuated in the 1930s and lay empty for several decades. It is a world heritage site for 
both built and natural environment . The Virtual St Kilda acted as a focus for the collection and 
presentation of tangible and intangible cultural heritage. It was on show as an exhibition in the 
Taigh Chearsabah museum (Figure 5) located in North Uist Scotland. The exhibition is built 
around the OpenSimulator Open VirtualWorld server using commodity hardware. The 
simulation covers some 4 square km of virtual space, and models both tangible and intangible 
culture. It is integrated into an exhibition and articulates an interpretation of the St Kilda legacy 
through the prism of contemporary North Uist life. 
 
Introduction: This paper discusses the use of Open Virtual World Technology to create an 
immersive museum exhibit of the St Kilda world heritage site. The exhibit has been enjoyed by 
thousands of people at the Taigh Chearsabhagh Museum and Arts Centre. It includes a 3D inter 
active model of St Kilda as it was in the late 19th century. The model is based upon 
archaeological evidence [emery96, harman88,harman96] and provides an accurate portrayal of 
both the geography and architecture of the Village Bay area of Hirta the largest island of the St 
Kilda archipelago. 
St Kilda is a cultural and natural world heritage site. It is of immense interest both for its history 
and natural environment. Yet it is remote, requiring a four hour boat journey from the Outer 
Hebrides, consequently an exhibit which captures the spirit of the islands is an attractive 
proposition. The goal of this project was to make such an exhibit using open source software and 
commodity hardware. For this to work the exhibit had to be easy to use, reliable and capture the 
scale of the environment. The exhibit was to be unmanned. Therefore visitors had to be able to 
walk up and use it without training. Secondly, the exhibit had to run reliably for months without 
intervention, save being turned on and off at night. A key aspect of St Kilda is the size of the 
cliffs and surrounding hills and the relationship between human habitation, agricultural 
architecture and natural environment. To capture this a model which represented several square 
km of real space would be required. Further the exhibit was to integrate the many songs and 
stories which make up St Kilda's rich culture. 
St Kilda is an archipelago about 40 miles west of the outer Hebrides, in Scotland. It is both the 
most western and the remotest land in the British Isles. Evidence has shown that St Kilda's 
history goes back at least as far as the bronze age. St Kilda's remoteness makes it entirely unique. 
The culture that developed there over the millennium during which it was inhabited is like no 
other culture in Britain. Similarly the natural life on the island is also a breed apart, literally in 
some cases. There are species of birds and mammals on St Kilda found nowhere else. St Kilda is  
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Figure 1: Panoramic View of Virtual St Kilda Main Street 
 
also a place of great rugged, beauty. It is sheer rock rising out of the Atlantic, the last bit of land 
before you hit America. All these factors make it a place of fascination for many. It has been 
designated a UNESCO world heritage site for both its natural and cultural value. It is one of only 
twenty four such dual sites in the world and the only one in Scotland. As St Kilda is such a 
remote site, very few visitors will ever get to go there. 
The archipelago consists of five islands (Soy, Boneray, Dun, Levenish and Hirte) and several sea 
stacks, including the highest stack on the British isles. Hirte, the only inhabitated island was 
evacuated in 1930. Villagers lived on the only street on the island (Figure 1), located on Village 
Bay. This street, known simply as `The Street' is lined with crofts, Blackhouses (traditionally 
Hebridean dwellings with thick walls and doors facing away from the sea) and Cleits (dry stone 
storage structures, unique to St Kilda, which cover the St Kildan landscape, more than 1100 in 
total. Village Bay is the closest thing Hirte has to a safe landing. Even in modern times poor 
weather makes it impossible for boats to offload cargo. When the island was still inhabited the 
islanders would sometimes go months, or whole winters, without receiving supplies from the 
mainland. All the factors that make St Kilda special also make it an excellent subject for a 
reconstruction. Its striking geography is something that can be hard to translate in still images or 
videos but translates well into being explored virtually. Visitors are unlikely to be able to 
experience it themselves. The stories that are linked to it interesting strike a universal chord.  
The St Kilda model was developed in the first half of 2014. It is a technically challenging model, 
spanning 4 square km. This is orders of magnitude larger than is normal in OVW models. In 
order to support the larger size the client was modified to extend the far clipping plane of the 
view frustum. This enabled views that span from village bay out to the easily recognisable 
outline of Dun, to the south (Figure 2). Extending the visible area to include this greatly 
increases the sense of presence and ensures that the iconic vistas of St Kilda can be recognised 
immediately. The terrain data is taken from Ordinance Survey GIS information. The 
reconstruction covers village bay with objective to represent enough of the space such that, when 
standing in the centre of the village visitors get an accurate impression of the geography in all 
directions. Modelling focussed on the village itself, here the crofts, Blackhouses and Cleits are 
all modelled. The models for the Blackhouses and Cleits were developed in external modelling 
software and were both used as imported meshes and to create high fidelity images and videos 
using special effect software.  
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Figure 2: Virtual and Real Views of St Kilda, across village bay, looking out towards Dun. 
 
The model is dated to the 1880s. The reconstruction has been augmented with a number of 
NPCs. Records from St Kilda are relatively complete so each NPC is named after a real 
inhabitant of village bay and their appearance taken from contemporary photographs. The model 
also features embedded content displayed as web pages. Throughout the model there are items 
which contain further information. These glow when the avatar approaches. When clicked on the 
viewer's inbuilt web browser displays a web page with text and images presenting information 
linked to the glowing object. 
 
Development Process: The development of Virtual St Kilda was a collaborative process 
featuring an artist at the University of St Andrews (Sarah Kennedy), expert advice from the 
National Trust for Scotland (who manage St Kilda) and Access Archaeology, a community 
archaeological group on North Uist. Once the model was developed supporting material was 
produced with a range of collaborators, both local and national. 
The first stage was to use GIS data to create the landscape in which reconstructions would sit. In 
St Kilda this is particularly important as the shape of the land is one of the most recognisable 
aspects of the site. The GIS data used is the Ordinance Survey high resolution data.  
For the site to feel authentic accurate reproduction is vital. With the GIS landscape loaded 
measurements from the site were used to map out the location of every structure to be modelled. 
These measurements include Google Satellite view data, contemporary accounts and 
photographs and archaeological surveys. The site as it stands today is relatively unchanged. 
Several of the crofts have lost their roofs and there is now a modern base but otherwise the 
structures stand where they have stood since 1880. Having plotted the location of each structure 
surviving evidence of the site is surveyed as material to be integrated into the model. As part of 
this process areas of particular interest, recognisability or iconic status were identified. The date 
for the reconstruction is within the photographic era. Despite this there are still areas where no 
direct evidence is available showing precisely how it was in the past. In these instances more 
general evidence such as equivalent sites and written reports can be used to create a best guess at 
how that part of the model should look. As the model was developed there were meetings with 
experts from the National Trust for Scotland and with members of the Access Archaeology 
group in Uist to gather feedback. These meetings allowed expert interpretation to be incorporated 
into the development process. It is often the case that the ability to view an artefact, building or 
other element in its natural situation will allow theories to be tested and plausibility evaluated. 
As changes are relatively simple to make multiple different versions of the same feature can be 
created and experts use these to make a decision about what is most likely to  
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Figure 3: External view of Manse and Internal view of Blackhouse model. 
 
be correct. In this way the iterative design cycle of the Virtual Time Travel Platform platform 
enables research into the heritage aspects of the projects. Views of NPCs inside a typical 1880s 
house and crops growing are shown in Figure 4. The outside of the manse church complex and 
the inside of the manse parlour are shown in Figure 3. The system architecture used to support 
this development is dicussed in some detail in [mccaffery2013] and an expansion of the 
reconstruction methodology can be found in [kennedy2013]. 
Once the model is created it is populated with content to help those who interact with it learn 
about the topic. This means adding multi media content and Non Player Characters. The model 
in turn is raw material that can be integrated into traditional media such as videos and still 
images, which can be distributed online or included in papers, newspaper articles and 
informational posters.  
A set of videos was created as part of a program of community involvement. North Uist's links to 
St Kilda mean there is a wealth of material about the archipelago in the community. Many of the 
islanders have travelled to St Kilda and the video and images they brought back were made 
available for the project. Images shot on St Kilda were used to make posters for the exhibit and 
as part of the embedded web pages. Two separate Uist organisations, Uist Film and Island 
Voices, had produced films about St Kilda. The footage in these films formed the majority of the 
live action footage which was integrated with virtual footage to produce short videos about St 
Kilda. The rest of the footage was filmed as part of the project. In order to do this the Kilda 
Cruises organised a voyage to Hirte. Once there Qinetiq, the contractors who run the base, made 
transport available so that footage could be shot all over the island in a short space of time. Local 
groups of musicians, including the Gaelic singing teacher for the area, a ceilidh band group 
known as the Spring Chickens and children at local primaries, recorded pieces related to St 
Kilda. These were used in these videos. In the same primary schools pupils researched St Kilda 
and wrote narratives telling the stories they related to about their far flung neighbour. The 
childrens' tellings of these stories were recorded and combined with virtual footage and the other 
material gathered to tell some personal tales with a distinct North Uist voice. Community 
produced content was combined with National Trust for Scotland archive footage to illustrate 
some of the more historical aspects of the site. Technology students at a local college produced 
posters which advertise the exhibit. The National Trust also provided access to a recording of an 
interview with one of the last inhabitants of village bay. This interview was combined with 
virtual footage and footage supplied by local groups to create videos telling another form of story 
about life on St Kilda. 
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Figure 4: View of Cale growing in village bay and residents in post 1830 cottage. 
 
Products of the community engagement include videos available online, streamed into the model 
and part of the St Kilda exhibit. These videos, as well as the posters that were produced and also 
the many events that were used to gather the material and share it with the community, help 
extend the reach of the project in directions that complement the model itself and ensure value in 
multiple contexts. 
Records exist of who lived in what house during the time period. Linked with these names are 
historical documents photographs. Using this data NPCs where created to represent real 
inhabitants. These NPCs are scripted to walked through the town, performing the activities that 
would have filled the islanders days. These NPCs can interact with the user, they can speak, both 
in audio clips and through text. The research for the NPCs was helped by local knowledge, and 
by the National Trust for Scotland. 
 
The Exhibition Space and Exhibit: The room in which the exhibit is installed is a large, barn 
like, room within the museum. The room is a cuboid space approximately 5m across, 15m deep 
and 6m high. There is no ceiling, just the beams which support the roof. The door is situated on 
the front wall, opposite the mezzanine balcony. The installation consists of a 3x1m poster along 
one wall, a projection covering the width of the front wall, coming down low enough to cover 
some of the door, a table with a 25'' monitor and an XBox controller. The table is overlooked by 
a Kinect. Everything is controlled by a computer on the mezzanine level. This connects to a 
projector creating the projection and a wireless received for the XBox controller. The monitor 
receives its signal through a wireless HDMI kit. A powered USB cable runs from the mezzanine 
down to the Kinect. 
The exhibit itself is made up of a series of short videos, ranging from two to ten minutes long, 
and a free exploration mode where the visitor uses the XBox controller to explore the model. The 
videos are intended as short, standalone pieces. They are designed with reference to the youtube 
format where information is presented in small sections but linked with more information so 
interested users can explore further if they wish. Videos cover subjects such as health on the 
islands, what Blackhouses and Cleits are and recordings of music with known links to St Kilda. 
There are also two longer videos. The first, `The Story of St Kilda' is a seven minute piece 
composed of a mix of real world footage and virtual footage introducing St Kilda and the 
different aspects that make it special and some information about the exhibit. The video has a 
voiceover narration each paragraph of information is narrated first in Gaelic and then English. 
The second long video is a ten minute long mood piece of the sights and sounds of St Kilda. This 
is designed to run when visitors have not started interacting with the system at all. 
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Figure 5: Taigh Chearsabhagh Museum and Arts Centre and Virtual St Kilda Exhibition.. 
 
The Blackhouse (https://vimeo.com/94504484) and Cleit (https://vimeo.com/99984295) videos 
combine renders, done using special effects software, with real world footage, shots from the 
main model and recordings of local residents performing St Kildan songs. The special effects 
shots integrate animated text and effects, such as smoke, into a high polygon mesh of the 
structure (Figure 7). The high poly meshes were then simplified and imported into the model. 
The modelling of the Cleits and Blackhouses was done by Alice Watterson and the animation by 
Alice Watterson and Keiran Baxter. The videos which tell general stories of St Kilda combine 
virtual footage and real footage. In these videos a static backdrop shot was filmed in the virtual 
world. Pupils from the local Cairnish primary school were recorded, twice, telling stories they 
had researched and written out about St Kilda. The first recording was audio only to get a clear 
recording. In the second a projector was used to cast shadows of the pupils over a white 
backdrop. This shadow footage was later manipulated in Blender to produce a pure black and 
white mask of their shadow. The final composite features the children's audio and their shadow 
projected over the virtual background. A frame from one of these stories is shown in Figure 8.  
Virtual shots of the larger used in the Blackhouse and Cleit videos, as well as in the `Guided 
Tour' are more dynamic than the static backgrounds of the stories. Camera movement's are 
programmed and then played back using Chimera. As they are played back the video stream 
from the computer is routed through an external device that can capture the stream to an SSD 
drive and simultaneously patch it forward to an output device. When camera movement is 
introduced any problems with framerate become readily apparent. The video is recorded at 
30FPS so if the client is rendering fewer frames than this output smoothness is jeopardised. 
Another problem encountered in moving shots is tearing as the camera pans. To solve these 
problems Chimera's ability to record at a reduced speed is used. By recording the camera moves 
at 10\% or 1\% of the intended speed many frames of recorded material cover a single frame of 
intended output material. When the footage is sped up again samples across these multiple 
frames produce a much smoother final image than recording at full speed. This process produces 
smooth shots without the necessity of reducing graphical options to achieve an optimal 
framerate. To work all dynamic movement in the scene had to be slowed. This meant adapting 
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scripts which make waves crash, birds circle and smoke sputter to operate at a reduced frequency 
and not appear hyperactive on the sped up footage. 
 

  
Figure 6: Instructions and main menu of the exhibit. 
 
The exhibit is designed to run without the presence of a member of staff. When the first visitor of 
the day enters the room the exhibit is playing the mood piece on a loop. This remains until the 
visitor either moves to the back of the room or starts to press buttons on the XBox controller. 
When presence is detected in the room by a Microsof Kinect the Guided Tour is played. Once 
this has completed a notification appears telling the visitor that if they wish to explore further 
then can pick up the XBox controller and go to the menu (Figure 6). If they do not do this the 
Blackhouse video plays, followed by one of the recorded songs set to real world footage of St 
Kilda. Once this has completed the visitor is again prompted to engage with the XBox controller. 
If they do not more content is presented automatically. After a third prompt the exhibit will go 
back to playing the mood piece. If at any point the user does engage with the XBox controller 
they can press a button to go to the main menu. From the main menu, shown in Figure 6, they 
access all of the content in the model. To do so they use the joysticks on the XBox controller to 
move a cursor. When the cursor is hovered over a menu item for a couple of seconds that menu 
item is selected. Most menu items are made up of several videos, played back to back. Special 
cases are the option to explore the world directly and the credits. As well as prompts on the 
screen the exhibit also features laminated signs, instructing the visitor how to control it with the 
XBox controller. While the exhibit is generally designed not to require staff intervention 
members of staff will occasionally go into the exhibit and give tours of the content. In these tours 
they can highlight areas of interest to specific visitors and tailor the experience to the group. This 
format also means that visitors who might be put off by having to engage with technology can 
have a more directed experience than simply watching the automated content play. 
 
A core design principle is community involvement. North Uist is a remote island with a 
relatively small population. Many people on the island have direct connections to St Kilda. Some 
have links to the people who once lived there, others work, or have worked there. In order for the 
exhibit to be received well and integrate into the environment where it was intended to be 
installed it was very important the local population took ownership of the project. The videos 
feature footage shot by local groups, recordings of local musicians and videos of local primary 
school students telling stories of St Kilda. Taken together this means that the exhibit is a 
combination of documentary and interpretation. Local, historical, academic and virtual all 
combine together to create something which is multi-faceted and tells the story of a unique place 
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in a unique way all through a strong local voice. The end result is something that the community 
is happy to publicise to the world as their perspective on a site of international interest. 
 

  
Figure 7: A frame from the Cleit animation and render of the inside of a blackhouse 
 
St Kilda in Schools: 
As well as installing the St Kilda scene as museum exhibit it was used as the basis for workshops 
across North and South Uist and Benbecula, known collectively as the `Long Island' Figure 10. 
These islands are three of Scotland's outer Hebrides. Workshops were done in three primary 
schools and in an adult learning centre. Two of the schools (Lochmaddy and Cairnish, both on 
North Uist) were primary schools with only a few dozen students across the 7 primary classes. 
The third was a larger primary school on Benbecula where students were streamed into Gaelic 
and English classes. In all schools a computer was set up with a projector and an XBox controller 
that pupils could gather round and watch content on.  
 
In Lochmaddy one group, consisting of the older classes at the school, attended the exhibit. In 
Cairnish the pupils were split into two groups, younger and older. In both schools the pupils had 
been involved in the creation of the content and where excited to see themselves projected on the 
screen. Sessions in Lochmaddy and Cairnish started by showing the `Guided Tour' video, to 
introduce the material, and then showing the footage that the children had been involved in the 
creation of. Having seen the linear material the projector was switched to showing the virtual 
world and the children were given the opportunity to use the XBox controller to explore St 
Kilda. When exploring the children were prompted to take turns with the XBox controller, with 
all children not currently in control able to watch the projection and talk amongst themselves and 
to the child in control. This process was allowed to be relatively free, pupils were not forced to 
stay quiet and watch passively, they were encouraged to talk amongst themselves and to 
commentate on their experience. This lead to very enthusiastic sessions with much laughter and 
interaction. Pupils enjoyed being able to fly, especially when the ability to cease flying and 
watch the avatar fall from a height down to the ground was discovered. One of the consistent 
things that pupils enjoyed was attempting to find unexpected parts of the scene. Exploring 
underwater or trying to find houses which they were not supposed to enter and to get inside 
them. 
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Figure 8: A frame from the Lady Grange story. School students explore in stereoscopic 3D. 
 
In Benbecula primary 6 students visited the workshop, split between the Gaelic and the English 
streams. Where the settings in Lochmaddy and Cairnish were relatively informal in Benbecula 
larger class sizes and older students required more structure. In Benbecula each class sat down 
and watched the `Guided Tour' video. Having watched the video they were split into two groups, 
with each group given access to a computer running the scene. In the groups pupils were 
encouraged to explore and think about questions such as `How many people do you think lived 
in the village?' and `What do you think it might have been living in such a remote place?'. Pupils 
were encouraged to share control such that everyone had a turn in charge of the avatar. After 
approximately twenty minutes the groups were relaxed and pupils had the opportunity to try out 
the Oculus rift. When pupils were initially given control there was some hesitance as to what 
they should be doing. All groups did explore the scene thoroughly. When the groups were 
relaxed and some pupils went to try the rift the noted tendency was for those to remain to focus 
more closely on the scene. Smaller groups lead to those with particular interests getting longer to 
investigate and familiarise themselves with the content. 
 
Conclusion: This paper has described the creation of the Virtual St Kilda Exhibition. The 
exhibition provides insight into the lives of people who lived there in the 1880s. It enables 
appreciation of the relationship between the natural environment and human habitation, In doing 
so it enables visitors to make use of existing digital literacies to explore the past. Trough using 
commodity hardware and opensource software it has been possible to create an exhibit which 
captures both intangible culture the stories, songs and lives of the inhabitants and material 
culture the buildings and artefacts. 
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Figure 9: School students from Lochmaddy primary school. 
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Abstract: Saint Andrews is a town with a rich history. It was the religious centre of Scotland for 
close to a millennium. The Cathedral was strongly associated with the wars of Independence and 
Robert the Bruce. The castle was the scene of pivotal revolt leading to the reformation and 
hosted the first Scottish protestant congregation. St Salvators chapel was the religious centre of 
Scotland's first University. This paper presents work which explores using mobile technologies 
to support investigation, learning and appreciation of the past. It builds on tradition and world 
class scholarship into the history of this important town and makes them available to school 
students, researchers and tourists using mobile technologies. From text based quests, through 
mobile apps to location aware stereoscopic 3D experiences the gamut of available commodity 
hardware is used to enable the past to be explored in new ways. 
 
Introduction: Exploration of the past is often seen as a dry subject to be conducted with dusty 
tombs in dark libraries. Yet the widespread use of mobile and increasingly immersive 
technologies mean that new generations are more literate in the manipulation of digital data than 
ever before. These technologies and literacies can be put to use both to provide new insights into 
the past and to communicate established scholarship in ways that are accessible and engaging to 
new audiences.  
The work described in this paper extends a Virtual Time Travel Platform (VTTP) [McCaffery et 
al., 2013] to support exploration of the past on mobile devices. The VTTP supports both the 
creation and deployment of 3D digital reconstructions of historical scenes. It is based on Open 
Virtual World Technology and has been engineered [Oliver et al., 2010] [Oliver2012] [Oliver & 
Miller, 2013] [McCaffery et al., 2014] to support real time interaction in large scale high fidelity 
environments using open source software and commodity hardware. 
The reconstructions are based upon archaeological [Dawson et al., 2013] and historical evidence 
[Fawcett, 2011, Fawcett et al., 2003, Fawcett & Rutherford, 2011]. They model not just the 
physical scenes but tangible and intangible culture, both the fixtures and fittings of everyday life 
and the people together with their work, songs and stories. They enable engaging learning 
environments to be created which make sue of digital literacies developed playing games  
[Getchell et al., 2010].  

This platform has formed the basis of installations in Museums, for example a reconstruction of 
the Scottish highland Caen township in the Timespan museum and arts centre. It has been used 
to enable school students at Madras college to explore reconstructions of the local St Andrews 
cathedral, has been used in higher education degrees in the arts [Getchell et al., 2009], social 
science [Ajinomoh et al., 2014] and the sciences [McCaffery et al,. 2014] and is accessible over 
the Internet [Dow et al., 2014]. In [Davies et al., 2013] a virtual time window system is described 
where mobile devices present a window into the past.  



E-iED 2014                            ImmersiveEducation.org                                      PROCEEDINGS 78 
 

This paper presents and compares three modes of interacting with the past, it also describes the 
technologies which support the interactions. The Oculus Rift enables digital models to be 
appreciated in stereoscopic 3D. Here we present a system which enables physical exploration of 
a digital model, whilst occupying a parallel physical space. We describe the reconstruction of St 
Salvators chapel and its exploration using the Mirrorshades system. The QuestIt system guides a 
visitor through medieval St Andrews using texts sent and received by a mobile phone. This is 
complemented by a location aware app, which contains text, audio, graphics and video relevant 
to historic locations. This also provides access to the reconstructions.  
We believe that the three modes of interaction are complementary to each other. Stereoscopic 
headsets provide a high quality immersive experience, text quests provide engagement and the 
app provide onsite access to multi-media context. Taken together they have the potential to 
revolutionise the way we interact with the past.  
 

 
Figure 1: Contemporary View of Late Medieval St Andrews 

 
Overview of Medieval St Andrews mobile learning app: This project brings together 
computer science, history and archaeology academics and students to create a Mediaeval St 
Andrews app. The Medieval St Andrews app will enable learners to concurrently explore the 
physicality of St Andrews and access location specific research. The app acts as a guide 
providing a narrative linking together specific locations on the physical trail. This encourages 
self-paced student centred learning. For each point of interest on the trail text, images, audio and 
video, combine with the physicality of the location to provide an engaging learning experience 
that motivates further reflection. Links to online digital resources, which index relevant scholarly 
research guide further investigation. In this way new research learning linkages are created. 
Smart phones and tablets are becoming ubiquitous and have the functionality to add a new 
dimension to learning. They typically contain GPS, a high resolution screen and connect to the 
Internet. The Medieval St Andrews App, enables the synthesis of scene and discourse in the 
learning process. Until now the cost of app authoring has been too high for this technology to be 
integrated into infrastructure of learning in higher education. This project demonstrates the 



E-iED 2014                            ImmersiveEducation.org                                      PROCEEDINGS 79 
 

educational value of integrating location into the learning process and has developed a 
framework for educational app creation. 
St Andrews is a town central to Scottish and world history (Figure 1). Robert the Bruce attended 
the consecration of St Andrews Cathedral (Figure 4), whilst the diocese funded him through the 
wars of independence. St Salvators dates from the foundation of Scotland’s first University 
(Figure 9, 10, 11, 12). St Andrews was a driving force for the reformation with the Castle being 
home to Scotland’s first protestant congregation. Evidence of this rich history is interwoven with 
the fabric of the town.  
 

 

  
Figure 2 QuestIt System Design Figure 3 Conceptual Architecture 
 
There is a rich potential for further location aware learning apps. Within St Andrews: History of 
the University, Witches Tour, the Books of St Andrews, Churches of St Andrews and History of 
Golf are examples. This approach is also valuable across disciplines with relevance in history, art 
history, classics and divinity, location aware apps will also enhance virtual fieldwork in 
geography, geo-science and ecology. The design and creation of apps currently attracts a 
premium. Single apps may cost between tens and hundreds of thousands of pounds to 
commission. We propose a generic format, abstracted from existing apps, which will support 
multiple disciplines and applications.  
A welcome page with embedded photograph and image map provides a visually striking 
introduction. At the heart of each app is a zoomable interactive map. A user’s location and 
clickable points of interest are represented. Each point of interest may have text, images, audio, 
video and a 3D model associated with it. These stimulate interest and act as gateways pointing to 
further learning and research materials. 
We have designed a web user interface which enables app content to be easily created and 
updated. A simple form enables upload of the front page image and definition of menus. The live 
map area is defined in OS coordinates, if required a custom map may be uploaded. Points of 
interest are defined by entering OS co-ordinates. Each point of interest is then associated with 
text, images, audio and video as appropriate. This interface enables students to create apps 
enabling co curriculum development of communication skills and engagement with professional 
publication issues. Once the content for the app is defined open source tools allow automatic 
compilation for IOS, android and other platforms. 
This project draws upon scholarship and student input in the schools of History, Art History and 
Classics. It marries the teaching and research agendas of staff in the Institute of Mediaeval 
Studies (SAIMS) and in the Institute of Scottish Historical Research (ISHR) which supports the 
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umbrella project and teaching portfolio of Mediaeval St Andrews. It will make accessible 
reconstructions of St Andrews Cathedral (https://vimeo.com/77928887), St Andrews Castle and 
St Salvators chapel. 
 
 

 
Figure 4: Reconstruction of St Andrews Cathedral 1318 
 
Texting: This section discusses the considerations and activities that went into the design phase 
of the system. There are two main user groups for the system: System Administrators: These are 
computer-literate staff of cultural heritage organisations. They will interact with the system 
through a web interface that provides functionality to populate the knowledgebase with heritage 
information as well as additional features to modify this information and monitor end user 
transactions. End Users: These are tourists, passers-by and members of the general public that 
are interested in learning about the cultural heritage of a given locality. They interact with the 
system by sending and receiving SMS messages on their mobile devices, and by using the 
mobile application developed. 
The system is made up of the following five components. The knowledgebase: A structured 
repository that holds all the information used by the system. The SMS inference engine: A set of 
rules for making deductions based on the contents of the knowledgebase. The GSM modem: A 
modem that facilitates the receipt and sending of SMS messages from and to users respectively. 
The administrator’s interface: A web interface that provides administrative functionalities such 
as creating trails, modifying trails and viewing records of SMS transactions. The mobile 
application: An application that users can download onto their mobile devices (smartphones, 
tablets, PDAs) to take their learning experience further. 
The architecture of the system is shown in Figure 2 and Figure 3. System administrators and end 
users access the administrators interface and the mobile application respectively over the 
Internet. However, the SMS functionality of the system is accessed over the cellular (GSM) 
infrastructure and works independent of Internet access. The GSM modem is connected to an 
inference engine (which can be configured, started and stopped by the system administrator) 
connected to the knowledgebase. 
An inference engine was developed in Java to facilitate connectivity between the GSM modem 
that sends and receives SMS messages from users and the server that the modem is connected to. 
The GSM modem used is the Wavecom Q2303A Module USB GSM Modem. An open-source 
Java API (SMSLib ) was employed in the development of the inference engine to facilitate the 
AT command-driven communication between the server and GSM modem. This API was then 
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leveraged by writing Java methods and classes to enable the server establish communication with 
the connected modem, instruct the modem to read incoming messages in real-time as they are 
being sent by users, generate appropriate responses based on the contents of the received 
messages, and automatically send those responses to users. 

 
Figure 5 QuestIt Administrators Interface 
 
The following steps take place when a user sends an SMS message to the mobile number 
controlled by the GSM modem: 
 
User sends SMS message containing text string. 
• Modem receives SMS message asynchronously and generates a notification to the 

inference engine. 
• Inference engine connects to the knowledgebase and searches for the text string in stringid 

column of the trailpoints table. If a match is found, inference engine retrieves the content 
of the description column of the trailpoints table and stores it in a temporary variable. If no 
match is found, inference engine generates an “unrecognised string” message and stores it 
in temporary variable. 

• The inference engine instructs the modem to send the contents of the temporary variable as 
an SMS to the user. 
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• Modem sends the appropriate response to the user. 
The inference engine stores the transaction details in the records table and updates the users table 
of the knowledgebase. 
 

 
Figure 6: Screen shots from the App  
 
Administrators Web Interface: To ensure accessibility and ease of use, the administrators 
interface was designed using web technologies and hosted on a server accessible over the 
Internet. This interface took the form of a dynamic website designed using PHP (for the server-
side scripting) and HTML, Javascript and CSS for the client-side. The interface contains 
functionalities to create trails by adding (as well as deleting and modifying) a series of connected 
trail points and keeping track of end user usage by viewing records of SMS transactions. When 
adding a trail point, an administrator specifies the name (e.g. St Andrews Cathedral), a unique 
string identifier (e.g. “standrewscat”), a description of the trail point (history, important features, 
current state and so on), the latitude and longitude coordinates (e.g. 56.34, -2.7875), any 
additional text (e.g. riddles, quests or quotes associated with the trail point) and may choose to 
upload additional resources like images (pictures of the trail point), audio files (songs or stories 
associated with the trail point) and video files (ancient footage or virtual worlds reconstruction of 
the trail point). Once the submit button is clicked, the information specified is validated and then 
stored in the trail points and resources tables in the knowledgebase, and will appear as a trail 
point in the administrators web interface. The interface also features a brief introduction and 
guide on how to use the system and a page devoted to Frequently Asked Questions (FAQs). 
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Mobile App: A mobile application has been developed to take users’ experience further by 
leveraging the features and capabilities of smartphones to deliver interactive and engaging 
contents to users (Figure 6). To ensure accessibility across multiple mobile platforms (Android, 
IOS, Windows Mobile, Blackberry, Symbian and so on), PhoneGap was leveraged to build a 
mobile application using Javascript, HTML5 and CSS3 and then compile the codes for these 
platforms.  
 

 

  
Figure 7: App Front  Figure 8 Using Mirrorshades X Reality System 
 
The mobile application connects to the MySQL knowledgebase and reads the contents of the 
trailpoints and resources tables. This communication is facilitated in Javascript by generating 
JSON (JavaScript Object Notation) and AJAX (Asynchronous JavaScript and XML) requests to 
PHP scripts (hosted on an online server) which make SQL queries to the knowledgebase, retrieve 
data and send the data (encoded as JSON objects) to the client device. The contents of these 
tables (which represent connected trail point entities and informative resources associated with 
these entities) are then visually represented in the mobile application in form of a heritage map 
view and a trail points view. The map view features a series of clickable icons that represent 
three categories of entities – heritage trail points (e.g. St Andrews Cathedral), heritage 
organisations (e.g. Museum of the University of St Andrwes) and the user’s location (represented 
by the coordinates of the user’s mobile device) – all on a live map sourced from googlemaps API 
. The map view allows users to view the locations of trail points and heritage organisations 
respective to their locations, and interact with a heritage map of the given locality by panning, 
zooming and clicking on icons to gather more information. The location of each trail point icon 
on the map corresponds to the latitude/longitude coordinates specified by the system 
administrators when creating the trail point using the web interface, and when a trail point icon is 
clicked, users are directed to the trail points view which displays information and resources 
about all trail points while highlighting the particular trail point clicked on. The information 
displayed for each trail point correspond to the contents specified by the system administrator 
when creating the trail point (using the web interface) and includes a description, one or more 
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images, audio, video, riddles, quotes, puzzles, latitude/longitude coordinates as well as a button 
that displays the location of the trail point on the map view when clicked. Both the map view and 
trail points view have buttons that users click to change their view (e.g. navigate from the map 
view to the trail points), as well as buttons to toggle full screen mode, navigate to the welcome 
screen point and log out of the system. The following steps outline the flow of information 
between the administrators interface, mobile application and system resources: 
 

• System administrator creates trail points, specifying the name, description, coordinates 
and multimedia resources using web interface. 

• Trail points are stored in the knowledgebase. 
• User with a smartphone or tablet launches the mobile application and mobile application 

makes JSON request to PHP script on a web server. 
• PHP script queries trailpoints and resources tables of knowledgebase using SQL 

statements, encodes the retrieved information as JSON objects and transmits the objects. 
• Mobile device receives JSON objects, formats them using JavaScript and visualises them 

on an interactive map view and trail points view.  
 

  
Figure 9: St Salvators Geddy View Figure 10: St Salvators Reconstruction 

  
Figure 11: St Salvators Today Figure 12: St Salvators Stereoscopic Altar 
 
Into the third dimension with Mirror Shades: We have created 3D reconstructions of a 
number of medieval buildings in St Andrews. These reconstructions have been used in schools 
and public exhibitions to provide a new perspective on the past. Users are able to explore these 
reconstructions through the proxy of an avatar controlled by a key board and mouse or games 
controller. The models contain interactive content and non-player characters representing 
personalities from the past such as Robert the Bruce and Cardinal Beaton. These models have 
also been used to enrich mobile exploration of St Andrews. Images and videos of the 
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reconstruction provide content for the text trails which may be accessed through Web references. 
The app also has 3D content linked into it. Images of the reconstruction enable comparison with 
the present day sites as well as with images from the past such as the Geddy map. Videos such as 
(https://vimeo.com/77928887) enable guided tours of the reconstructions to be followed whilst 
on site. These provide a valuable but cut down experience of 3D reconstruction but have the 
benefit of being available on site. 
The Mirrorshades cross reality system is based upon the Oculus Rift, Web Cams and an indoor 
positioning system. This enables users to walk around the current day site of St Salvators Chapel 
and simultaneously to see the reconstruction of the chapel in stereoscopic 3D. This gives an 
immersive experience far superior to viewing via a traditional monitor. A challenge for this sort 
of cross reality system is how to overcome the ``vacancy problem'' where the user is cognitively 
present in one reality but absent from the other. We overcome this problem in part by automating 
navigation. As the user moves around the real space their viewpoint in the virtual space is 
changed automatically. The user is also able to easily switch between realities at any time. The 
video cameras provide a view into the real whilst the simulation provides a view into the past. In 
this way the user is freed to explore the past and to compare it to the current site. 
This video shows the mirror shades system in use during an evaluation session where it is used 
for mobile exploration of St Salvators Chapel.  
Mirrorshades has been used to enable comparison of St Salvators chapel as it is today and as it 
was in the 15th Century. System performance measurements showed that framerates of between 
40 and 40 fps were achieved, that latency from cameras was around 180ms and that user position 
was tracked to within a few meters whilst moving and to within a meter whilst stationary. 
An X-Box controller enabled users to switch between realities, by pushing a button or puling a 
trigger. There was a preference for alternating between real and virtual rather than viewing both 
simultaneously. The virtual was viewed more while stationary and the real was moving. The 
combination of easy switching and intuitive navigation effectively addressed the vacancy 
problem enabling easy comparison between the two realities. The strength of the immersive 
experience provided by stereoscopic vision, compensated for the low specs, in terms of 
framerate, resolution and accuracy of movement tracking provided by the system. All users 
found the experience to be extremely positive, enjoyable and informative. 
  
Conclusion: This paper has outlined three approaches to mobile exploration of Medieval St 
Andrews. In each case users are able to explore the past and to compare reconstructions and 
historic images with present days site. The text approach has the advantage of simplicity, 
intimacy and low tech requirements. Digital literacies exist across the population with respect to 
texting. Also texts are often seen as high value communication items. The system enables the 
creation of Quests, where the user progresses from site to site. 
The predominance of smart phones equipped with multimedia capabilities, broadband and geo-
location systems under pines the creation of the St Andrews Medieval app. A visitor or student is 
able to locate points of interest that are close to them, receive directions on how to reach the 
point of interest and access a wealth of material about the site. This will include audio 
commentary, images and text. A valuable aspect of the app architecture is the inclusion of a web 
interface which enables the content to be created by filling in forms and uploading files. 
Consequently given appropriate content it is possible to create a trail app in a short period of 
time without specialist skills. The third mode of exploration Mirrorshades, enables a fully 
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immersive experience to be achieved on site. The system addresses the vacancy problem and 
facilitates rich comparison of the present day with the past.  
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Abstract:  
Collaboration has a very positive effect on students’ learning experiences as well as their social 
interactions. Our research study aims towards enhancing the learning experience, stimulating 
communication and cooperative behavior to improve learning. Making use of recent 
technological advancements (tablets) and gaming as a motivational factor, a prototype 
application in form of a multiplayer learning game for iPads was designed and developed. In a 
face-to-face setting, connecting up to four devices, the players (learners) have to solve word 
puzzles in a collaborative way. Furthermore, a web-interface for teachers provides the possibility 
to create custom content as well as to receive feedback of the children’s performance. A first 
field study at two primary schools in Graz showed promising results for the learning behavior of 
school children. 
One Sentence Summary: This publication introduces a mobile application for iOS with a 
special focus to foster collaboration among learners. 
 

Introduction 
The last decade has provided us with amazing new and innovative technological possibilities. 
Wireless networks and mobile devices have become omnipresent, opening countless new ways 
to deliver content and exchange data. On the software side, Web 2.0 [32] has changed the way 
we interact with websites. Beyond private use, the potential of those technologies for schools and 
educational purposes is arbitrarily [5] [4]. Computers, and tablets in particular, offer a perfect 
opportunity to present learning material in a more playful manner. Under the right 
circumstances, education with learning games can have many benefits [27]. Educational games 
exist in many forms, however, only a handful of games could be found that focus on the aspect 
of communication and cooperation among peers. Numerous studies [18] have demonstrated that 
collaborative learning can have a positive effect on social behavior as well as learning results and 
communication abilities [20] [17]. Due to the fact that learning is an active part of the learner 
where knowledge and understanding is constructed by the learner him/herself [12], 
communication and collaboration are essential factors along this process [36]. Learning is a 
highly social process and develops through conversation [2] [28]. 



E-iED 2014                            ImmersiveEducation.org                                      PROCEEDINGS 88 
 

Research Goal 
Focusing on the aspect of cooperation and collaborative learning, the research goal is to use 
digital devices to connect the learners to strongly assist the communication between peers. The 
fundamental idea is to develop a prototype-application where learners can actively engage into 
collaborative work. 
During the course of the following pages, we will present theoretical background and 
experiences on cooperative learning with mobile devices, the design and the technical 
implementation of our application and finally the results of the first field study in two primary 
school classes. 
Theoretical Background 

This chapter provides information on collaborative learning, educational games and the use of 
mobile devices in classrooms. 

Collaborative Learning 
In simple terms, collaborative learning can be described as a situation in which two or more 
people attempt to learn something together [3]. They will ask each other for information, 
evaluate one another’s ideas and monitor one another’s work [1]. The benefits are an increase in 
students’ engagement and their motivation to learn as well as a deeper understanding of learning 
material [35] [29]. Furthermore, as a result of collaboration and communication among peers, an 
improvement of students' interpersonal relationships was noticed [18].  
These effects, however, do not automatically appear when students are placed together in groups. 
For cooperative learning to occur the groups and learning activities must be carefully chosen [19] 
[24]. 

Educational Games 
Information technology has changed the way we work, live, learn and entertain ourselves. A new 
generation of students has emerged, their learning preferences tend toward teamwork, 
experimental activities, structure and the use of technology [37]. 

Outside school, computer games have become an integral part of young people’s live, holding a 
special fascination and provoking a deep sense of engagement [26]. The motivational aspect of 
gaming can be combined with curricular contents by creating games with educational purpose. 
Learning in that matter is researched to be more learner-centered, easier, more enjoyable, 
interesting and thus more effective [21] [33]. 
Games can constitute powerful learning environments for a number of reasons [31]:  

• They can support multi-sensory, active, problem-based learning. 

• Games favour activation of prior knowledge. Players must use previously 
gathered information in order to advance.  

• They provide immediate feedback, enabling players to learn from their actions.  

• They offer opportunities for self-assessment through the mechanism of scoring 
and reaching different levels.  

• Games are often social environments. They can be played with others and involve 
large communities.  
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Today there are numerous research studies carrying out the idea of using games for learning [40]  
[11] [6] [7]  and pointing out how learning can be improved through using the three crucial 
factors: curiosity, fantasy and challenge [26]. 
Mobile Devices in Classrooms 

Mobile devices have become an integral part of our lives. Students are already using personal 
devices for learning outside of school as recent studies pointed out [16]. This raises the question: 
Will students who come to expect mobile personal devices outside of school demand to use them 
within school? 

There are two key factors for the use of mobile devices in classrooms [25]: 

• One personal device per student.  

• A communication network that supports peer-to-peer connections and/or internet 
connectivity.  

In such an environment, handheld devices can have numerous educational benefits, a few of 
them are listed below [23]: 

• Portability. The ease of movement with the device creates learning environments 
that have not been possible before.  

• Social interactivity through wireless communication. Peer-to-peer communication 
makes data exchange, face-to-face interaction and collaboration possible.  

• Connectivity, establishing a shared environment for data collection among 
distributed devices.  

In recent years there has been a trend towards an integral use of handheld devices in classrooms 
instead of the occasional visit of computer labs [13]. Portability and peer-to-peer connectivity 
make them a perfect choice to assist cooperative learning approaches. Thus, the collaboration of 
students through different mobile devices has become an import research issue. Studies 
demonstrated that mobile technology can aid or actively support collaboration [41]. 
Nevertheless, the idea of a collaborative learning game for and through mobile devices, 
specifically developed for the use in school classes, is a rather new one. 
Idea and Concept 

TU Graz has been developing learning applications for iOS for several years, already starting in 
2010. A number of workshops have been given on app design and how to achieve users’ 
satisfaction [8]. In addition, several studies have provided valuable insights in the design of 
applications for iPads in school classes. Two points that should be improved stood out above the 
others [14]: 

• Missing feedback for teachers. Mobile applications are usually standalone 
programs and learning takes place as an interaction between the student and the 
application, excluding the teacher from the process. There is no possibility for the 
teacher to get insight into a pupil’s performance, how many exercises are done or 
if the learning goals are achieved.  

• Lack of collaboration. Mobile devices provide unprecedented possibilities to 
enable and assist cooperation and collaboration. While current learning 
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applications are able to enhance individualised learning, developers of mobile 
learning apps seem to have taken no special interest in this area. 

Building on these insights, the fundamental idea of this research study is to develop an 
application where learners actively engage into collaborative work and to combine this with the 
benefits inherent to games.  Furthermore, a web-based application has to provide an interface for 
teachers, so that they will be able to receive feedback of the pupils’ performance and to create 
their own learning content fitting to the curricula of their class.  
Methodology 

Our research study is split into two parts. The first step is the development of a first prototype 
application and website, the second one a field study to test and evaluate the prototype both from 
a technical perspective as well as a pedagogical one. So it is clearly stated that our research 
methodology is a strong application-oriented one based on the proof-of-concept principle. The 
intended application is a cooperative multiplayer learning game for iPads, the website a user 
interface for teachers to create custom content and to monitor the children’s performance.  

The field study took place at two primary schools in Graz. In form of a participatory observation, 
the application was tested in two so called “iPad classes” (second grade primary school). Each 
trial took about 60 minutes. After a short explanation of the app, the children were split into 
groups of two. Assisted by the teacher and a research assistant, the children used the app for 
about half an hour. When they seemed to be familiar with the game, they were split into groups 
of four and left to play for the remaining 30 minutes.  

The trials were documented by the participating research assistant as well as the teachers, 
focussing on the aspect of cooperative usage and technological challenges.  

After the test, interviews with a selected number of children, one of each group of players, were 
performed to understand their feelings about the application.  

Idea and Concept 
“Buchstaben Post”1 is a learning game for schoolchildren between grades 1 to 4. The aim is to 
teach children the correct spelling of words with a focus on collaboration and communication 
between the players.  

The idea can be described as following: Connect up to four mobile devices (tablets) in a peer to 
peer session. While it is still possible to play alone, it is intended as a multiplayer game with 2 to 
4 people. To achieve a level of cooperation, all players have to work together to progress to the 
next round. The teammates are supposed to sit on the same table. The tablets are placed beside or 
in front of each other, resembling the setting of a classical board game. Figure 1 is a 
representation of such a game setting with four players, respectively four iPads, placed in front 
of each other on the same table. All players are able to see the content of the game, as described 
later on, displayed on all tablets, so they are able to help each other out in several ways. They can 
either aid by discussing the solution or actively take action by reaching out and interacting with 
the iPad of a teammate. This is a unique setting, establishing a level of social interaction and the 
ability to work together that has not been possible before with digital devices. It is a great display 
of the advantages of tablets or mobile devices over conventional personal computers or even 
notebooks.  
                                                             
1 https://itunes.apple.com/de/app/id736836885?mt=8 (Last visited: Nov. 2013) 
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Fig. 1. Game Setting 

The second part of the application is the user interface for teachers. Many current learning games 
are too general regarding their content and lack a connection to curricula in school [9]. 
Therefore, it is important to provide teachers with the opportunity to create custom content for 
their children and to receive feedback. Especially school children in the first grades are only able 
to read or write a limited number of different words, so the difficulty of the game has to be 
adjustable to fit the curriculum of the school classes. For this purpose, a user interface for 
teachers in form of a website has been developed. 
Technical Framework 

“Buchstaben Post” is a native iOS application, for iPads only. As a programming language, 
Objective C was used. The user interface for teachers was implemented in HTML and PHP. 
MySQL was employed as database management system. 
User Interface Design of the App 

When developing software for children, special care has to be placed in designing the user 
interface of the application. Factors besides usability and functionality have to be considered. 
Aesthetics are part of an overall enjoyable user experience [22]. In addition, colour and its 
manipulation are an important aspect for visual interfaces [38]. In general, it can be said that 
emotion plays a large part in our interaction with objects [30]. The app is intended for the use in 
primary schools. At this age, children are reading slowly and are still learning to write. They will 
have limited domain knowledge [15] and difficulties with typing using a keyboard [39]. Those 
considerations had to be taken into account, especially regarding the design of the login and 
connection views.  

Children’s fine motor skills are different than those of adults. Studies regarding pointing tasks 
have shown that children’s performance is below adults by several degrees. In most cases the 
target size had a significant effect on children’s accuracy [15].  
Furthermore, children will have difficulties with thinking abstractly [34]. Thus, menus and 
similar navigation elements should not contain abstract concepts and metaphors have to be 
carefully chosen. However, images better match children’s cognitive skills than written words 
[10].  
Regarding learning applications, we could build upon insights gathered from several workshops 
at TU Graz, which have been summarized in the iPad Human Interface Guidelines [8], as well as 
the extended guidelines focusing on mobile learning [14]. 

Connecting the Devices 



E-iED 2014                            ImmersiveEducation.org                                      PROCEEDINGS 92 
 

Establishing a peer-to-peer connection is another challenge, from the technical perspective as 
well as from a design point of view. The game is intended for school classes where each pupil is 
in possession of his own personal tablet device. While the children might have acquired a general 
proficiency in using the operating system, they will not have a concept of how a WLAN or 
Bluetooth connection works, or, for that matter, how the devices are connected at all.  
To address the problem, the application is able to connect over WLAN as well as Bluetooth. If 
one method is turned off or not able to establish a connection, the application will automatically 
try to connect over the other medium. Luckily, the iOS Gamekit framework supports that kind of 
connection management. Only the interface had to be adapted for the use of children. 
Description of the iPad App and Website 

As mentioned before, the game can be played in single player mode. If that’s the case, the goal 
of the game is simply to guess the correct spelling of a word. A hint in form of a sentence or a 
question and a number of letters are provided. The player has to substitute the missing letters of 
the word to guess. This is a well-known concept which already exists in numerous applications. 
The idea is to use that approach and expand it in a way that allow to create a multiplayer 
application, where players not only had to guess their own words, but help each other out as well.  

The game is not competitive, which means that the players are not “punished” for choosing a 
wrong letter, they can try as many times as they want.  The game will not progress to the next 
round until all players have finished their words. Since it is meant to be played in a face-to-face 
setting, all players should be able to see the words of their teammates. Children who finish faster 
are thus able to help others out. In order to further reinforce the idea of a “common goal”, we 
provided another challenge for the players. While some players may possess all the missing 
letters of their word, other players will not be so lucky – they have to get the missing letters from 
one of their teammates.  

The following section provides a more detailed explanation of the game mechanism. 
The User Interface and Features 

The game is composed of four screens, not counting the splash (or loading) screen.  
Figure 2 shows the start screen of the game. To keep it as simple as possible only two options are 
available – new game or join game. After choosing one, the player will be asked to sign in. This 
opens a login form, as depicted in figure 3. 

 

   Fig. 2. Start Screen.    Fig. 3. Start Screen with Login Form.  
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To log into the game, an account at the TU Graz user-management2 system is required. While it 
is possible to play offline, the sign in is required for several reasons.  

1. To download a custom list of words prepared by the teacher.  
2. To store which words a player has already finished. Words are randomly drawn out of the 

assigned wordlist. However, words that have been selected once have a lower chance to 
appear again. Also, in order to ensure that newly added content will not be omitted, 
“fresh” words have a much higher chance of being drawn.   

3. To upload data of the children’s performance.  

A learning application should offer feedback to the students as well as the teachers. The number 
of completed words for every pupil and the time it took for all players to finish one round is 
stored.  
The next two figures display the connection process. As depicted on figure 2, the players have 
two choices, either to start a new game (figure 4), or to join an already existing game (figure 5). 

 

  Fig. 4. Start Game Screen                            Fig. 5. Join Game Screen 

Both screens are designed in similar fashion. The first screen appears when a player opens a new 
game and shows the list of people which have already joined the game. The player who opened 
the game can decide to start it whenever he/she wishes. The “Join Game Screen” displays a list 
of open games. The player has to select one game and hit the “Join” button. Then he/she has to 
wait until the game is launched. 
This is the main screen3 (figure 6) of the app.  

The middle of the screen contains the available letters (1), below, resting on the stone wall, is the 
word-to-guess (2). A hint for the word (3) is displayed in white letters above the middle section. 
On the borders of the display, next to the railways, are the icons (4) of the teammates located. 
These icons can be switched (by drag and drop), so that they reflect the sitting position of the 
players on table. At the bottom left side are two buttons, “Return” and “Help”, which are 
displayed in every screen except the first one. The “Return” button will end the game and take 

                                                             
2 The user-management system will be explained in the following sections 
3 Translation of the screen elements, from top to bottom: textfield (Nr. 3) „At this time of year it 
is very hot.“, yellow railway signs “Send Letter”, word-to-guess (Nr. 2) “Summer”, button 
“Back”, button “Help” 
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the player back to the start screen. The help button displays a help message in combination with 
arrows and images to further explain the gaming mechanism and functionality of the screen.  

 
Fig. 6. Game Screen  

The first goal of the game is to fill in the missing letters of the incomplete word, by drag and 
dropping the letters into the right position. The second part is to help other players finish their 
words by sending them letters. To do that, the player has to drag the letter on one of the trains (5) 
or the area around. The icon (4) above the train represents the player the letter is sent to.   

When all players have finished their words, a new round is initiated. The game server will semi-
randomly draw words out of the downloaded word-pool (with priorities for new / unfinished 
words) and spread them among the players.  

The game ends when there are no more words in the word-pool, or the player who launched the 
games closes it. If any of the other players leave, the missing letters will be spread among the 
reaming teammates and the game continues.  

Description of the Website for Teachers 

The website as shown in figure 7 is a simple interface for teachers to manage wordlists and 
receive feedback. To login, an account at the user-management system of the TU Graz is 
required. This is a database of local schools, containing accounts of teachers and pupils and their 
respective school classes. The system provides an interface for applications.  

After a successful login, the teacher has several options. It is possible to create several wordlists, 
or “wordpools”. Words can be constantly added or deleted from a pool. Afterwards the teacher 
has to assign a wordpool to a school class. In consequence, pupils who have logged in from the 
iPad application are able to play with the assigned pool.  

In addition, teachers can export or import word-pools as .csv files. Another section of the website 
displays statistics of the children’s performance, as mentioned before.  
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Fig. 7. Web-Interface 

Conclusion 

The project is focused on cooperation among peers and how to incorporate new technology and 
gaming into a classroom setting. First field studies rendered practical feedback and it can be 
stated that this app is a first step towards collaboration through mobile devices.  

Certainly, this field of research has much to offer. Regarding the project, several things come to 
mind:  

Further studies have to be performed, especially concerning the learning results of the 
application and how it compares to conventional learning methods. Considering the social 
aspect, several questions arise:  

Does cooperation during the game affect the social behavior in the classroom? Does it have a 
positive influence on the children and the class? Does it help them to work together in general, 
and not only when using the application? 

From a technological point of view, the possibilities are numerous. To begin with, the concept of 
the game could be expanded. As the field study demonstrated, children very much like playing or 
learning together. Tablets or similar devices make it possible to sit together and communicate in 
a direct manner. Building on that concept, a number of learning games or applications could be 
developed that focus on collaborative learning and social interaction. Also, the number of 
connected devices is not limited in any way. It is possible to connect more or even all devices in 
a classroom.  

The possibilities are numerous and fascinating and with the rapid advancement of mobile 
technologies, more and more ways to enhance the learning experience will be possible to realize 
-- not only of school children, but for learners of every kind and age. 
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Abstract: Engaging learners long enough to see them through to the end of a course has become 
one of the most significant problems faced by e-learning developers. The lack of engagement in 
e-learning can be attributed to three main issues: interaction, challenge and context. Therefore, 
learning types with high level of interaction and challenge - such as game-based learning – have 
become widely used. In order to gain the power of games - represented by interaction, 
motivation, and challenge - e-learning developers started thinking of using game mechanics and 
dynamics to enhance e-Learning. Gamification of education is still a new trend of research and 
lacks frameworks and guidelines of how to develop ‘gamified’ learning tools enabling new 
forms of engaging learning. This paper reviews theories and research related to learner 
motivation and engagement. Moreover, it proposes using Gamification in the context of 
education thus to tackle the lack of learner engagement.  

One Sentence Summary: GAMEDUCATION discusses Gamification of e-learning and aims at 
addressing the challenges of having interactive, challenging, contextualized, and social learning. 

Main Text:  
1. Introduction 

Learner motivation and engagement has become a challenge to e-learning systems. Therefore, 
learning types with high level of interaction and challenge - such as game-based learning - have 
become widely used. The use of games technology for learning is not new and online games 
have been available for more than a decade. According to Kriz [1], interactive-learning 
environments foster knowledge transfer, skills and abilities improvement in general and social 
skills in particular. A variety of educational online games have become available to increase 
learners’ motivation, support collaborative learning and games may foster students to gain 
knowledge [2]. 

Despite the benefits of game-based learning and serious games [3-8], the wider adoption 
of serious games in learning is faced by some challenges and barriers such as the large budget a 
game needs to be developed [9, 6], the lack of games content specifications thus to be reused in 
other learning scenarios [5], and the integration with the learning management systems to what 
and how to learn [10]. Therefore, researchers in domain of technology-enhanced learning started 
investigating the applicability of the so-called Gamification in designing learning tools and 
systems.  
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This paper sheds the light on the Gamification research field and gives insights from 
literature on learners’ motivation and engagement. The rest of this paper is organized as follows: 
Section 2 discusses limitations and challenges for raising learner’s motivation and engagement. 
Section 3 discusses Gamification of education GAMEDUCATION based on theories of social 
learning and motivation. Nevertheless, it provides a set of findings and recommendations for 
what does GAMEDUCATION mean and how online learning could be enhanced using 
Gamification. Section 5 provides conclusions and outlook. 

        

2. Learner Motivation and Engagement in Technology-Enhanced Learning 

Motivation is considered as essential factor for effective learning. Motivation for learning has 
been described as the ‘engine’ that drives teaching and learning [11]. Moreover, according to 
Bransford et al. [12] motivation affects the time and effort learners plan or consume to learn or to 
solve problems. Nevertheless, motivation is considered as an important outcome of education 
[11], thus teaching and learning activities should be carefully designed to promote motivation.  

When e-learning first became popular in the early 1990’s, cost effectiveness was 
promoted as its main advantage over traditional methods of instruction. CD-ROMs could be 
produced cheaply and distributed globally to cater for a high number of users. The introduction 
of the Internet increased the reach of e-learning systems and many developers rushed to embrace 
new emerging web technologies. Unfortunately many developers failed to maximize the full 
potential of such technologies and although they produced systems that appeared attractive, often 
the content was poor. On the other hand, many researchers argue that students must be 
meaningfully engaged in the learning resources for effective learning to occur. Engaging learners 
long enough to see them through to the end of a course has become one of the most significant 
problems faced by e-learning developers. This lack of engagement in electronic learning content 
can be attributed to three main issues: interaction, challenge and context (adapted form ALICE1 
project). 

– Interaction. It is generally agreed that interactivity is a critical factor in the design of e-
learning systems. Such interaction directly affects the learner’s overall experience and provides 
motivation to continue in the learning process. Studies researching the effectiveness of e-learning 
systems highlight the need for immediate feedback, clear short-term goals and better “flow” in 
moving through the content. The inherent fixed structure of many e-learning systems often fails 
to provide adequate mechanisms to support interactivity between the user and the system. In 
many current cases the only interaction available to the learner is to click on the “next” button to 
step through the material presented. 

– Challenge. Learners have indicated that unchallenging learning material fails to stimulate 
them, making the experience unattractive and discouraging progression. As a result, many are 
reluctant to repeat this experience. Some researchers suggest that effective learning takes place 
when there is tension between the learner’s base knowledge and the gap between the knowledge 
and skill to be learned. Such tension fosters a sense of curiosity and/or challenge. Motivation can 
be further enhanced by incorporating clear short-term goals and providing suitable feedback to 
encourage the learner to continue. Short-term goals help the learner break down a large task into 

                                                             
1 ALICE Project: www.aliceproject.eu, last visited March 10th 2013. 
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smaller achievable chunks whilst the feedback gained through interaction helps the learner 
reflect on the learning process and lets them see the consequences of their actions. 

– Context. Current e-learning design often fails to situate the learner within the context of their 
course of study and provide them with a sense of orientation. Students have stressed the 
importance of being able to appreciate the significance of their current progress in relation to the 
overall goal of the learning material and how their choices may have affected their progress.  

The profile of the modern learner has changed in recent years. With the advent of the so-
called “information age” there is an expectation that the workforce will adapt their skills or even 
change careers to keep in step with technological advancements [13]. This has led to a growing 
consensus that learning is a lifelong process with many returning to education to retrain. 
Nevertheless, since the early 1990’s, the proliferation of technology means that students have 
grown up with computers, MP3 players, mobile phones and digital games. This new generation 
is variously described as “Digital Natives”, “Net-geners” and the “Nintendo Generation” [14]. 
The new learner has so different needs that have to be addressed if e-learning is to be successful. 
Those needs can be summarized as:  

– Empowerment. The new learner expects to be in control of their learning experience while in 
a supportive, collaborative and simulative environment. Thus e-learning systems should promote 
self-directed learning. Unfortunately, many e-learning systems have a linear structure with a 
single path through the learning material. While this design is cost-effective, the lack of choice 
reduces control of the learning experience. Research suggests that having such control is more 
motivating. A suitable balance is required, however, as self-directed study requires high self-
efficacy and vulnerable learners often lack the intrinsic motivation to manage their personal 
learning experience effectively. 

– Social Identity. Although current e-learning systems allow learners to move at their own pace 
they isolate them from their peers participating in the same learning process. This inhibits the 
learning achieved through social interaction and collaboration, with some learners feeling “lost”. 
Research indicates that a sense of belonging to a social group improves motivation and effective 
learning overall.  

– Authentic Learning Experience. Learners expect the material to be linked to prior knowledge 
and be relevant to their everyday lives and careers. In short, the new learner is seeking an 
“authentic learning experience”. Generally, learners are more engaged when they are 
participating in activities that they can relate directly to prior knowledge and make connections 
between what they are learning and the real world.  

If such links are missing, learners are less inclined to participate in the learning process and 
may see it as pointless. For the new generation who are used to customizing their environment 
there needs to be flexibility in the order and way in which material is studied. Therefore, learning 
designers have started thinking and looking for tools and ideas to raise learners’ engagement and 
motivation and to provide challenging, contextualized and highly interactive learning tools and 
objects. Among these ideas is to use the game design thinking in designing online learning.  

 

3. GAMEDUCATION: GAMIFICATION of Technology-Enhanced Learning 
Gamification is a new trend of research focusing on using game mechanics and dynamics in non-
game contexts to stimulate desired behaviors. Gamification has shown its value in the domain of 
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marketing in particular and other domains such as health, politics, and environment [15]. 
However, Gamification in education (GAMEDUCATION) aims at redesigning e-learning 
systems to utilize the benefits of game-based learning and serious games to motivate learners to 
learn better, further engage them, situate their learning, and to maintain their social identity. 
However, how to ‘gamify’ e-learning? 

Apart from game-based learning, Gamification of education has little research [16]. The 
mechanics of the game are the actions, behaviors, and controls that are used to ‘gamify’ an 
activity and to stimulate specific emotions on the player, whereas game dynamics are the result 
of desires and motivations reflecting those emotions (see Table 1). 

Table 1. Game mechanics and game dynamics (adapted from [15, 17]) 

Game Mechanics Game Dynamics Game Aesthetics 

Points Reward Curiosity 

Levels Status Satisfaction 

Challenges Achievement Surprise 

Virtual goods and 
spaces 

Self-expression Trust 

Leaderboards Competition Envy 

Gifts and charity Altruism Fun 

 
The definition mentioned above highly depends on the MDA framework for game design 

[17]. MDA stands for Mechanics, Dynamics and Aesthetics as main elements to consider when it 
comes to design a game. Reference [18] proposes a more generic definition of Gamification as 
“the use of game design elements in non-game contexts”.  However, this definition and the MDA 
framework hold a design challenge of how to design interactions for game design elements that 
triggers users’ desirable emotional responses in order to stimulate target behaviors. Thus, 
provides meaningful learning that overcomes the quoted problems and limitations in section 2. 

3.1. Raising learner Motivation and Engagement using Gamification 

Raising motivation and providing engaging learning is a major concern for TEL designers as 
discussed in section 2. This section sheds the light on some theories related to motivation and 
engagement and how those theories are applied to the domain of Gamification.  

Among the motivation theories is the ‘Flow’ theory, - developed by Csikszentmihalyi’s 
in 1979 - is interested in how an intrinsically rewarding experience feels [19].  From his research 
and interviews, he has concluded that pure intrinsically motivated behaviors involve enjoyment, 
complete immersion in the activity, detailed focus, feelings of competence, and loss of 
conception of time.  He stated that the enjoyment from the ‘flow’ experience further motivates 
the individual to seek additional challenges. This experience or ‘flow’ can only result from a 
situation where high challenges are matched with high skills. A skill/challenge imbalance leads 
to less than ideal emotional states: “when challenge is higher than skill, anxiety will be 
experienced; when challenge is low and skills are high, boredom will result; when both skill and 
challenge are low, apathy will be experienced.” 
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Most of us have had that "involved" moment happen, when we concentrated our attention 
so intensely on solving a problem, reading a book, climbing a mountain, on some task, that we 
lost track of time and when we became aware of our surroundings, few hours or more had passed 
by as if they were minutes. Such ‘flow’, according to Csikszentmihalyi [20] is "optimal 
experience" that leads to happiness and creativity. Flow is the state in which people are so 
involved in an activity that nothing else seems to matter; the experience is so enjoyable that 
people will do it even at great cost, for the sheer sake of doing it. If a task is not challenging 
enough, boredom sets in, while too challenging task leads to anxiety to happen, and both cases 
should be avoided. As one's skills increase, then the challenge must also increase for one to 
remain in a state of flow. Because flow is an enjoyable experience, one continues to increase the 
challenge level, and consequently continues to improve one's skills because doing so is necessary 
to stay in a flow state. A learning environment in which students are challenged at an appropriate 
level, which can produce flow, will be more productive.   

Another motivation related model is the Fogg Behavior Model (FBM)2 through which 
anticipated user behavior is controlled by three main factors:  motivation, ability, and triggers. 
The FBM model argues that for a target behavior to happen, the user must have sufficient 
motivation, sufficient ability, and effective trigger. According to FBM, a trigger has different 
names: cue, prompt, call to action, request, and etc.  Moreover, the model defines three types of 
triggers based on combinations of ability and motivation levels as: spark is a trigger that comes 
when a user has a high ability to do an action and low motivation to do it whereas the facilitator 
is associated to high motivation and low ability, and a signal trigger has high ability and high 
motivation in the same time. However, stimulating a desired behavior requires triggering the user 
to take an action in the right time when s/he has the sufficient ability and motivation. 

Motivation to perform an action can be either intrinsic or extrinsic. Intrinsic motivation is 
usually happening when the behavior itself satisfies users, where extrinsic motivation is often 
derived by potential gains such as money, rewards, or praise [11]. The research of [21] shows 
that there is an evidence of the influence of intrinsic motivation on learners’ engagement that 
leads to ‘deep’ learning through higher level thinking skills and conceptual understanding. 
Moreover, Crooks [22] highlights the problems associated with extrinsic motivation as it leads to 
‘shallow’ instead of ‘deep’ learning. The Self-Determination Theory (SDT) focuses on the 
degree to which an individual’s behavior is self-motivated and self-determined. The theory 
examines the influence of extrinsic motives on the intrinsic ones for achieving target behaviors. 
For instance, in an analysis study for 128 studies related to motivation evaluation in education 
led to that mostly extrinsic motives – i.e. rewards – minimized the level of intrinsic motivations 
[23]. Nicholson [24] argues that the game design elements used to ‘gamify’ a service should be 
rewarding themselves without any need for extrinsic motives and rewards. Moreover, Nicholas 
accommodates the user-centered design theory in designing interactive objects that foster target 
behavior. Nevertheless, involving users in the creation and the customization of the game design 
elements used to ‘gamify’ a system enables them to self-determine which objects matches their 
interests.  

In the same context, Zang [25] builds on the affordance theory – i.e. action properties for 
an object actor interaction - and argues that Information and Computer Technology (ICT) should 
be used based on a “motivational affordances”. Motivational affordances deal with including 

                                                             
2 http://www.behaviormodel.org/ 
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only the objects properties that match the users’ needs and interests. Deterding [26] goes further 
and proposes a conceptual model for designing meaningful game elements for Gamification 
purposes. The model builds on the SDT and implements the motivational affordances theory in 
order to achieve meaningful Gamification through extending them with situation and context. 
Deterding also argues that users are more interested and engaged when they interact with 
elements that match their interest and fit with their context and background. 

Focusing on learners’ social identity and social style, it’s important to relate our 
discussion to the theories behind social learning. Bandura’s social learning theory (SLT) [27] 
argues that learning occurs due to interaction with others - i.e., in a social context. Behavior, 
attitudes, and emotional reactions are developed by observing, imitating, and modeling the 
behavior of other people. In particular, behavior is more likely to be acquired when the result of 
this behavior is desirable. Accordingly, there are four processes that underline social learning3: 
attention, retention, motor reproduction, and motivation. Therefore, one prerequisite of learning 
is that attention has to be paid to an object or task. Attention is varied by several factors like 
individual’s characteristics (e.g. sensory capacities or arousal level) or complexity. Retention 
means that it is necessary to remember for what attention was paid. Reproduction means that the 
image has to be reproduced, and motivation means that there must be a good reason to imitate 
the image. Another theory is the social development theory [28] which argues that social 
interaction plays a fundamental role in the development of cognition.  Moreover, Vygotsky 
argues that the potential for cognitive development depends upon the "zone of proximal 
development" (ZPD): a level of development attained when learners engage in social behavior. 
Full development of the ZPD depends upon full social interaction. The range of skill that can be 
developed with adult guidance or peer collaboration exceeds what can be attained alone. 

Social Learning plays major role in defining interactions between objects and avatars in 
3D virtual words and serious games. For instance, Smith and Berge [29] investigated the 
influence of Bandura’s SLT in SecondLife4. SecondLife is a three-dimensional, virtual world 
where users are represented by avatars. Smith and Berge suggested that the proposed 
components of SLT (observing, imitating, and modeling) can also be observed in virtual worlds 
and that SecondLife is “a great example of social learning theory in action, although there are 
some components that cannot be satisfied in-world”. For instance, it is not possible to observe 
attitudes and emotional actions in SecondLife.  However, cooperation in such learning 
communities is influenced by the characteristics of its members [30]. Moreover, for emerging a 
social space, three factors that should be considered: First, there should be continuity, meaning 
that there should be a continuity of contact, members can be recognized, and a historical record 
of actions. Second, a community should be populated heterogeneously with all types of members 
to ensure liveliness of the community. Third, clear boundaries and set of rules are required that 
can be monitored and sanctioned. Such boundaries facilitate cooperation. 

Based on that, how effectively game design elements can be used to ‘gamify’ non-game 
contexts in general and TEL in particular. Apparently Gamification goes beyond using game 
design elements in non-game contexts to more considering how to apply game design elements 
in non-game contexts while matching the user interest and background and providing situated 
and challenging elements. Moreover, when it comes to apply Gamification to TEL, alignment 
with instruction and learning should be considered. Therefore, using ICT in education requires 
                                                             
3 http://www.learning-theories.com  
4 http://secondlife.com 



E-iED 2014                            ImmersiveEducation.org                                      PROCEEDINGS 104 
 

instructional affordances and learning affordances in addition to motivational affordances. This 
leads to a question of to what extent available/potential Gamification-based learning platforms 
use the instructional, learning, and motivational affordances. 

Researchers in the domain of Gamification are dealing with similar challenges on how to 
use game design elements in an effective way to provide meaningful Gamification. However, the 
research focus is limited to motivational aspects. For instance, Nicholson [24] proposes a user-
centered theoretical framework for meaningful Gamification through which he is dealing with 
the user motivation problems. More precisely, the framework tries to solve the problem of 
negative influence of extrinsic motivation – mainly rewards – on users’ intrinsic motivation. The 
framework leads to define meaningful Gamification as “the integration of user-centered game 
design elements into non-game contexts”. Nicholson argues that involving end users in the 
creation and customization of the ‘gamified’ system enables them to select and create 
meaningful game elements that go in line with their needs and interests.  

 
Figure 1. Kim’s social engagement verbs (Kim’s Blog: http://amyjokim.com). 

Kim (2011)5 discusses how to achieve sustainable engagement in Gamification systems. 
Kim focuses on social engagement form a viewpoint of a game designer by first knowing who 
play is and what is their social style. Therefore, Kim has adapted Bartle’s MUD player types [31] 
with more emphasis on social styles of the players into Compete (similar to Bartle’s Achiever), 
Collaborate (similar to Bartle’s Socializer), Explore (identical to Bartle’s Explorer), and Express 
(a replacement for Bartle’s Killer). Nevertheless, she uses this adaptation to collect social 
engagement verbs that can be allocated to each on these four types of players’ social styles and 
used to design Gamification systems (see Figure 1). Kim also recommends using the PERMA 
model in designing the engagement loops of the system. The PERMA Model was developed by 
Martin Seligman in 2011 and aims at supporting human well-being. PERMA stands for the first 
letters of the model main components as: Positive Emotion (experiencing positive emotions such 
as pleasure, curiosity, etc.), Engagement /Flow (moments of consciously involvement in 
activities), Positive Relationships (enjoyable and supportive interactions with others), Meaning 
(creating purposeful narrative), and Accomplishment/Achievement (using core values to achieve 

                                                             
5 Smart Gamification, 2011 , presentation, http://www.slideshare.net/amyjokim 
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goals). Kim’s work and models hold great promises when it comes to maintain learner social 
identity in learning environments.   

3.2. Findings and Recommendations 

Applying Gamification to e-education requires alignment to instruction and learning. Moreover, 
more focus on learners’ social identities and social styles should be taken into account. 
Therefore, in order to provide meaningful Gamification in e-education, GAMEDUCATION 
proposes in addition to situated motivational affordances [26] instructional affordances, learning 
affordances, and social affordances. Learning affordances comprise the properties of an object 
that determine whether and how it can support the activity learning type – e.g. collaborative 
learning, self-directed learning, etc. Instructional affordances include the properties of an object 
that determine whether and how it can support the instructional design – i.e. e-learning and m-
learning. Finally, social affordances include the properties of an object that determine whether 
and how it can support in maintaining learners social identity and accommodate their social 
styles. If TEL designers will be able to design learning objects and thus learning tools in a way 
that comprise learner needs, interests, and background, moreover to be applied for different 
learning types and to support different learning approaches then they can contribute to the 
overcoming of the quoted limitations in TEL and thus provide more engaged learning.  

Nowadays no implementation, except for some experiments and attempts limited to 
single aspects of game elements, is able to offer a complete methodological-technological-
industrial solution covering the power of games in designing and providing e-learning. Few 
examples of learning platforms can be found in which game mechanics and dynamics are used to 
‘gamify’ learning. An example of this approach is the Khan Academy6, a non-profit project 
providing free materials and resources with the goal of a better education for all. The project’s 
platform includes several game mechanics like achievement badges and points. It also provides 
up-to-date statistics of students’ progress. Moreover, delivered exercises difficulty and challenge 
cope with the learner skill level as discussed in the flow theory before. Another example is 
schoooools.com, a K-6 social learning environment which is enhanced to encompass games 
elements based on the social Gamification framework [32]. 

Consequently, findings form literature on building learning environments that are 
engaging can be summarized as follows: 

! Personalized learner profile, by which students are enabled to customize their avatars 
based on their personal preferences, belong to social space, and be part of groups. 
Moreover, the profile allows notifications access and maintains privacy. 

! Design learning as levels and phases enabling multiple learning paths, repeated 
experimentation, and problems and exercises. Learning tasks, problems and exercises 
should be adapted to learner skill level and knowledge state. Once the learner finishes an 
exercise s/he accumulates points which enable the student to achieve a new level. This 
achievement should be reflected on his status and updates the rank on the leaderboard 
which is shared with his learning social space. 

! Students should receive rapid feedback cycles which scaffold their learning progress and 
updates their progression bars in the learning social space. Social recognition and rewards 
may motivate students, engage them, and improve their social and learning skills. 

                                                             
6 http://www.khanacademy.org  
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! Complex learning tasks should be broken into simple tasks, the tasks difficulty should be 
increased to cope with the learner skill level thus to improve learner expectations on 
completing the task successfully. Moreover, the learning task should be designed to allow 
different paths to success. This enables the learner to define personal goals and objectives 
and select and tries several paths to reach the final goal and achieve her/his personal 
learning goals. Once the learner accomplishes a complex learning task the system - could 
be teacher, peers - provides bonuses. 

! The system should enable social spaces and stimulates desired behavior and social 
interaction - like supporting peers, peer-review, providing comments, discussion posts, 
organizing activity, etc. - by offering badges.   

! The system should offer the possibility to exchange points and badges with virtual goods 
or even receive tickets, trips, or registration discounts - could be tuition fees discount. 
This will stimulate desired behaviors and more engage learners. 

! Learners should be empowered to play different roles and participate in the design of the 
learning activity as well as assessment forms. 

! Learning content and tools should be highly interactive and provides challenging learning 
tasks that adapts to the learner skill and knowledge state. 
 

4. Conclusion and Outlook 
Gamification is a new trend of research which refers to the use of game mechanics and dynamics 
in non-game contexts to stimulate desired behaviors [16]. Gamification of education 
(GAMEDUCATION) aims at redesigning e-learning systems to utilize the benefits game design 
elements in motivating learners to learn better, further engage them, situate their learning, and to 
maintain their social identity. However, applying Gamification to e-education goes beyond using 
game design elements in e-education and requires alignment to instruction and learning. 
Moreover, more focus on learner’s social identities and social styles should be taken. Therefore, 
in order to provide meaningful Gamification in e-education, GAMEDUCATION proposes in 
addition to situated motivational affordances [26] instructional affordances, learning affordances, 
and social affordances. More precisely, GAMEDUCATION deal with including only the 
learning objects properties that match the users’ needs and interests, situate their learning, and 
maintain their social identity. 
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Abstract:  Architecture is the design of buildings and requires the integration of science, 
technology, engineering, art, and math. Architecture is a significant, unifying, educational 
component in Immersive Education, from pre-school to Continuing Education. In addition, 
educational areas not directly associated with Architecture, such as History, Archaeology, 
Material Sciences, and Trade / Finance, can benefit from engaging students in the creation of and 
use of immersive architectural environments. From our first building blocks in Kindergarten to 
advanced visualization and information management systems in current practice, Architecture 
engages us with people, things, spaces, buildings and the world around us and encourages the use 
of imagination. As technology continues to evolve and is easier to use, the relationship between 
Immersive Education and Architecture will become even stronger. In research, teaching, and 
professional applications, Architecture benefits from and contributes to, developments in the 
technologies associated with Immersive Education. In this presentation, current and ongoing 
examples of research-to-education-to-application will be included - from the earliest NASA  
Space Station design experiments with Virtual Reality technology, to current announcements in 
the developments in the use of Immersive Education in regional education programs. Examples 
of the benefits of communication between research-education-and applications will be discussed. 

 

One Sentence Summary: Applying advancing computer and internet technologies to research, 
education, and practice of architecture (building design). 

 
Space Station Concept Design illustration by Rick Guidace/NASA 

Main Text 
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Introduction  
The meaning and scope of the concept of “Immersive Education” continues to evolve and grow.  
So does the research, education, and application of technology in the areas related to Immersive 
Education. This presentation will show specific examples of research projects and how the 
communication between research, education, and application of new research, specifically in the 
area of Architecture and Immersive Education, is integral and beneficial to the process. Specific 
examples will include work that is based in the Silicon Valley area of Northern California, but 
also indicate the regional, national, and international aspects of this research. 

Terry Beaubois’s first research efforts in Immersive Education were as a consultant to the NASA 
Space program beginning in 1978 with NASA-Ames Research Center. When it was realized that, 
to successfully design a space station, NASA’s  “vehicle-design” focus (rockets) needed to be 
supplemented by more spatial or “environment-design” knowledge, NASA reached out to 
architects to become involved. At that same time, NASA was undertaking research in the 
application of advancing computer technology to it’s own research in aerodynamics, prototyping, 
conceptualizing. 
Some of the earliest technology intended for “Telepresence” - NASA’s term for Virtual Reality 
at the time - where an astronaut could stay inside the space station, wearing goggles and 
remotely operate a robot outside the station to do a repair, was involved. Eventually, because the 
Space Station didn’t exist, simulator technology was used to create a Virtual Space Station and 
virtual robots and early VR began. Immersive Education at it’s very beginning. Also, NASA 
needed to disseminate information, “educate” teams, and learn the capabilities of the new 
technology, as it continued to evolve. Terry Beaubois helped form and became Director of the 
NASA/AIA joint Advanced Technology Application Committee and received a grant from 
NASA Headquarters to research and identify opportunities for transferring aerospace technology 
into other architecture-related industries. This work was undertaken while Terry was a research 
associate at UC Berkeley, College of Environmental Design in 1985-86. 

This began Terry’s career-long involvement with connecting advanced research, education, and 
application in areas related to Architecture. Today using the same principles, Terry Beaubois is 
involved with Silicon Valley technology; with Stanford University, College of Engineering, 
Architecture Design Program; and working on research, education, and application of the current 
technologies to Architecture and Immersive Education. 
Scope of current work:  

An ecoSMART House 1.0 project was done while Terry Beaubois was director of the Montana 
State University, College of Arts & Architecture, Creative Research Lab (2005-2013). A study is  
currently beginning on doing an ecoSMART 2.0 House upgrade project at the Montana Home.  
Current 2.0 research work includes a study of the incorporation of MEM sensors and beacon 
technology into the house and including more advanced water quantity use and water quality 
monitoring. 

ecoSMART 2.0 functions could include health monitoring, way-finding, and building diagnosis 
information. The Center for Outpatient Rehabilitation Medicine at Stanford is currently 
researching from their perspective what information would be of value and how much can be 
collected with wearables. Our architectural expertise will further explore how buildings could 
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supplement and compliment this with additional information about the patient’s outpatient 
recovery. 

In addition, we are researching how buildings can be designed to have a desired, opt-in, 
functional ecosystem of communication within the building — around the home, automobiles-to-
home, wearables-to-home, smartFurniture, and we will be including non-residential buildings 
such as healthcare facilities and hotels, as the study progresses. 

Plans to expand beyond a single building and begin to consider the scalability to communities (of 
homes or buildings) and how data, that is or could be beneficial to campuses (research, 
educational and corporate) and communities could best be collected. The monitoring of energy 
use and water use can be very helpful information for communities desiring to know and reduce 
their community’s overuse. 

Continuing the work that the iED has done with the US National Park Service (to be presented at 
this conference) about the Santa Fe Trail, our work will separately continue the concept of 
“Historic Trails” and feature the Gold Rush Trail in California. The Gold Rush Trail connected 
San Francisco and the California Gold Country.  This Immersive Education endeavor will 
engage school children throughout the Greater San Francisco Bay Area in learning about a 
foundational event in the growth in San Francisco and gaining an appreciation for the quality of 
life that is contributed by the National Park System in the balance of Natural and Built 
Environment in the Greater San Francisco Bay Area. 

 
Montana ecoSMART House 1.0 Project 

Conclusions: 
Terry Beaubois encourages interested conference attendees, through the EiED Research 
Committee, to consider the role that Immersive Architectural Educational Environments  
can play in each of our work, as iED plans for the 2015 Conference in the Silicon Valley / San 
Francisco Area. 
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Abstract: Virtual worlds in education today represent an innovative strategy and an educational 
opportunity to learn in a socially-interactive learning community and in an immersive 
environment. It is possible to recreate in 3D environments parts of a volcanic area, interactive 
tours on earthquakes and natural disasters, where students can immerse themselves with an 
avatar and learn with an immersive training what types of volcanoes exist, such events may 
occur and what are the correct behavior to adopt in case of disaster. A virtual environment can 
then simulate what measures are necessary to mitigate the risk and respond appropriately to these 
events.  
To experience this approach, this research introduces digital contents on Disaster Management in 
a volcanic environment, Phlegraean Fields, using a MUVE (Multi User Virtual Environment) an 
Open Sim (1) called Unicamearth, addressed to students of various ages. It has online access, 
where, through a role play, learners cross various steps based on inquiry based Science education 
(IBSE). 
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Abstract: The Faculty of Informatics not only has to teach Computer Science in theory, but also 
has to use it in order to show its value in suitable applications that not only facilitate better 
learning processes, but also motivate learning and elevates its significance within the world of 
entertainment. Besides, students have to be aware of emerging technologies, become active and 
reliable members of live interdisciplinary projects involving industry, and trigger innovation 
using the synthesis of one’s own profile extended with mastered knowledge. Ideally, we should 
find 21st century methods to engage the Net generation in learning science, enjoy and think 
creatively and become a conscious entrepreneur in their own field.  
The Interactive Media Development course-group is one of the courses that embeds 
interdisciplinary projects involving museums and bridging institutions producing products in co-
operation and is also offered for international studies within EIT ICT labs Masters’ program. 
Students can register for the course-group under different specific courses.  
The course-group web site (http://intmedia.elte.hu/) contains several themes to choose from: 
Introduction, Data visualization, Interaction design, User interfaces, Multimedia design, Digital 
narratives, Learning media, Museum technologies, Game design, Bewildering codes, Virtual 
worlds, Mobile technologies. Requirements include: basic understanding of three chosen themes 
(which should be mastered self-paced depending on interest and specifics of course requirements 
the student registered for), user level awareness of all projects produced during the semester and 
a personalized developer role within one of the actual projects in collaboration this other 
disciplines to produce interactive media for learning purposes. The poster explains how different 
technologies serve the developer learning community of practice and how the products are piped 
back into the immersive learning process. The course-group just won a Tempus prize for 
showing good practice in STEM education on higher education level.  
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Abstract: To protect and rescue the local heritage a degree of awareness and involvement of the 
local communities is required, as stressed by the La Valetta convention. We present an example 
of this cultural strategy applied in a European traditional community, i.e. in the village of 
Vădastra, in Southern Romania, near the Danube River, using immersive environments, within 
the research project Time Maps. In this case we have implemented and experimented educational 
applications based on Mobile Augmented Reality (MAR), first to reconstruct the specific layers 
of dwelling of the site, i.e. the Chalcolithic and Iron Age layers, and then to reveal the areas 
requiring protection in an intuitive and immersive manner. The educational applications combine 
two MAR paradigms in a continuum with the purpose of creating immersive environments for 
enhancing learning in situated contexts: a location-based MAR and a marker based image 
recognition MAR. Consequently the augmented information is presented to the user both by 
searching in the historical context and by identification of representative visual markers. The 
most important archaeological Points-of-Interest (POIs) where augmented with explanatory 
texts, 2D images and 3D architectural reconstructions, displayed such as to suggest an 
archaeological stratigraphy, i.e. overlapped layers of occupation, and produce a more immersive 
effect. On the other hand, to define the visual context, the prehistoric settlement and the Roman 
villa rustica were marked with images representing textures specific to these historical periods: a 
Roman ceramic bricks, and a prehistoric mixture of clay and straws. Scanned by video camera, 
these images trigger other kind of augmentations: 3D virtual tours of a prehistoric house or of the 
Roman villa rustica, and a series of video films, displaying the technologies underlying the 
reconstructed objects. 
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Abstract: EUROVERSITY is a three-year project co-funded by the EU Lifelong Learning 
Program, Key Activity 3 ICT. Euroversity is a network of 18 partner from 10 European countries 
and a third country partner from Israel. This network is made up of a collection of organisations 
that have had significant experience of the use of 2D/3D virtual worlds in learning and teaching 
contexts (in European projects such as AVALON, AVATAR, START, LANCELOT and 
NIFLAR), a smaller number of partners with limited experience who wish to apply the 
experiences of the network to the design and construction of new courses within virtual worlds in 
their own contexts, and other institutions who have no direct experience of virtual world 
education but who have a specific interest in education, media, and in the transformation of 
knowledge. The aim of the project is to engage enough of a critical mass of users of online 
2D/3D virtual environments, so as to generate more users by transferring their newly acquired 
knowledge to their specific contexts. The duration of the network is such that there will be the 
possibility to initiate, train and follow-up new end users during the project. The community 
resource created by the project outlining the good practice framework and the experiential video 
data bank will provide content which will outlive the project's duration. The website and project 
content will remain live for a minimum of five years following project completion.  
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Abstract: The Depo-Deck is a set of 19 game cards (3.5”x2.5”) which are designed to deliver 
printed information as well as provide access to an online mobile module via QR codes. The 
Deck’s learning objective is to teach geologists how to parameterize rules used to characterize oil 
and gas deposits in modeling software, more effectively and efficiently than traditional 
classroom setting.. The deck offers 19 cards that include an introduction, printed and online 
reference information and two cloud-based mobile assessments (quizzes). The Deck contains two 
types of cards, a primary set of 16 cards designed to train the student on the methodology and 
provide a basic assessment, and a secondary card designed to assess conceptual understanding. 
To date, this product has been tested in three different environments: a professional conference, 
corporate training, and in a graduate petroleum engineering course. The presented data includes 
102 cases. In all environments the product was successful in achieving the major objectives. The 
assessments results showed a learning curve which demonstrates students were able to master the 
concepts in significantly less time. . The use of smart flashcards coupled with a mobile 
application reduced the total learning experience from 3 hours to 30 minutes, an efficiency 
improvement of more than 80%. In addition, students engaged in the activity enthusiastically, 
enhancing the full learning experience. This poster demonstrates the products and content we 
developed including the deck of cards, mobile modules, and cloud-based applications and 
explain the best practices around the development process. The poster also includes the relevant 
QR codes so that viewers can engage in live interaction with the online modules. Several of the 
physical Depo-Decks will be available as well for the full hands-on experience. Those who chose 
to engage in a live hands-on experience during the poster session will be able to receive 
immediate feedback of their results via their own mobile device.  
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Abstract: Business enterprises are beginning to explore the application of desktop collaborative 
virtual environments (CVEs) to support goal-oriented, purposeful distributed teamwork. In 
general, a CVE may be defined as a computer simulated 3D space where users, via digital 
representations known as avatars, can interact with one another and digital objects. In essence, 
by providing both an accessible and persistent virtual visual workspace, CVEs present an entirely 
new way for distributed collaborators to interact and work.  
A metric of the quality of a CVE is the degree to which it creates a sense of presence in the 
environment. It is considered to be the essence of any experience in a CVE. Presence is often 
described as the feeling of “being there” in the virtual place rather than in the physical space 
where one’s body is really located. For collaborative work, the notion of “being there” in a CVE 
is enhanced by the possibility of acting or “doing there”. CVE designers consider presence to be 
a desirable attribute and self-evident goal. Despite its presumed importance, there has been very 
limited empirical evidence regarding the link between presence and performance, particularly in 
the context of collaborative teamwork. This link is particularly important in a business context 
because it contributes to the determination of return on investment (financial and human 
resources) in CVEs to support virtual teamwork. Establishing the link between presence and 
performance is complicated by the challenge of how to measure collaborative presence. Without 
a valid measure, informed decision-making is hindered. Thus, our objectives include the: (1) 
development and validation of a multiple-item, multi-dimensional scale to measure the 
'collaborative virtual presence' (CVP); and (2) the assessment of the relationship between CVP 
and performance in a CVE. In our poster we will share the results of a series of four laboratory 
experiments in a 2x2 design to address these research objectives and a set of hypotheses. The 
two experimental conditions involve manipulation of (1) task requirements in terms of the degree 
of CVE navigation needed (Low/High), (2) induced breaks-in-presence (BIP) stimuli events 
(present/absent).  
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Abstract: This poster explores the metaphor of the “rhizome” from a post-modern perspective 
based on the interaction between members of a working group, through the design and 
implementation of immersive learning strategies. The multidisciplinary group was responsible 
for the design of four online courses, based on a face-to-face course outlines. Critical points of 
decision making, transformation, and growth are represented as salient moments over this six 
month project. Immersive learning strategies were proposed, designed, analyzed, and accepted, 
modified or rejected. As opposed to vertical growth and linear sequence, rhizomatic movements 
between crucial points are considered expressions of growth of immersive strategies due to the 
subject positions adopted by participants in the process. Immersive learning activities emerged 
from tensions and conflicts between subject positions described. 
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Abstract: Musicians have been exploring new ways of making music using different custom-
built and modified instruments and additional devices during performances. However, these can 
increase the learning effort and reduce flexibility for the performer on stage. In this paper we 
present “UniCoMP” (Universal Control for Musical Performances), a wireless, easy-to-use and 
versatile system using off-the-shelf hardware and software to more flexibly play instruments and 
control devices during a performance. We describe the design of UniCoMP and the results of a 
pilot video-based evaluation to test its use during a live concert. We found that UniCoMP 
increased flexibility regarding playing instruments and controlling sound effects on stage and at 
the same time offered the artist freedom of movement for dramaturgic purposes. We also 
identified deficiencies in the user interface, leading to suggestions for future improvements and 
for additional evaluation. 
One Sentence Summary: A study of using a smart phone as universal remote controller for 
musical performances. 
 

1. Introduction 
Musicians, and of particular concern here, guitarists, are increasingly engaged with multiple 
actions and devices in order to create entertaining stage performances. Playing an electronic 
guitar is usually done with both hands. Additionally musicians often use their feet to control 
devices on the floor for sound modulation. By stepping on different switches the guitarist 
activates or deactivates certain effects or chooses presets in multi-functional effect devices. 
While this opens a wide range of possibilities to change the sound in real-time during a 
performance, it also forces the guitarist to stay close to the effect device for operating purposes 
or return to it frequently after moving around on stage, limiting dramaturgical possibilities. 
Furthermore functionality is restricted to choosing among presets and not changing single 
parameters of effects. 
There have been many attempts during the last two decades to offer more flexibility and better 
usability when using effects while playing electric guitar. For example, Engum attached a USB 
keypad with digits to a guitar to enable change presets directly from the instrument [1]. 
Furthermore he added an off-the-shelf touch pad underneath the pick-ups and strings to enable 
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modulation of the sound while playing directly at the guitar. A similar approach by integrating a 
touch pad in a guitar was developed earlier by the instrument maker Manson [2] for the guitarist 
of the band Muse [3]. Lähdeoja uses the data of three sensors integrated in his augmented 
electric guitar for dynamic control of signal processing [4]. Reboursière et al. developed another 
augmented guitar considering all parts of the signal chain from audio analysis to gestural control 
to audio synthesis [5]. Instruments other than guitars have also been augmented [6] and new 
instruments for playing music and controlling sound have been developed [7]. 

However, all these approaches involve either custom-built instruments or require that 
instruments be re-designed or modified with a more or less high amount of technological 
knowledge and effort for realization. Even for musicians it is problematic and time-consuming to 
readjust themselves after modification or to learn new instruments, as elaborated by Dobrian and 
Koppelman within the context of new interfaces for musical expression [8]. 

In this paper, we explore a different approach to ‘live’ effects modification that allows musicians 
to still use their usual instruments and allows them to move around on stage as they like. We 
report on a system called “UniCoMP” (Universal Control for Musical Performances), providing 
a guitarist with an off- the-shelf smart phone and laptop for controlling and modulating the sound 
of the guitar and remotely playing additional instruments like a synthesizer. As we use everyday 
devices UniCoMP is easy to afford and to assemble. Within this context we are questioning if we 
can achieve (1) flexibility regarding control of sound effects, (2) freedom of action on stage and 
finally (3) versatility of an easy-to-use system. To answer this, we use an auto-ethnographic 
approach [9, 10] conducted by the first author who is also a performing artist. This gave us the 
chance to perform a pilot evaluation of UniCoMP during an authentic public concert. The 
findings indicated that a conventional performance could be enriched by providing a tool that 
enhances the playing of the original instrument and adds new possibilities to play it and 
additional instruments. 

The main contributions of this paper are: presenting UniCoMP as a wire- less, easy-to-use and 
versatile system for musical performances; and identifying directions for its further development 
based on experience in use. 

We proceed with a usage scenario and the technical description, then describe the in-situ study at 
a live concert and finally discuss the evaluation. 

 

2. Technical Design of UniCoMP 

UniCoMP was designed against a scenario of use where the guitarist is playing a traditional 
electric guitar and a stage piano throughout a performance. The sound from the guitar is 
processed through an effect floor board and the sound for the stage piano is created through a 
software synthesizer on a laptop. The guitarist also wears a wrist mounted smart phone through 
which he can control both the sound of the guitar and the synthesizer. 

To implement a UniCoMP prototype, we used common off-the-shelf devices and software for 
the purpose of versatility and minimization of efforts and costs. A description of all devices and 
the signal flow is presented in Fig. 1 and described in the following. 
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Figure 1. Signal flow within UniCoMP. 

 

2.1 Instruments and Interfaces 

The smart phone is designed to be mounted on the wrist of the right hand, comparable with a 
wristwatch, so as not to interfere with the guitar playing while also allowing easy access to the 
device. For our prototype, we simply used heavy-duty tape in combination with a hook and loop 
fastener. 

The guitar itself is not modified at all. Thus, the performer can choose to use any guitar without 
additional configuration or effort. A common guitar effect floor board manages the sound 
modulation of the guitar. The stage piano is played as usual and its sound is synthesized by the 
laptop. Finally a simple off-the-shelf audio interface for the laptop distributes all signals from 
and to external audio devices. 
 

2.2 Signal and Sound Processing 

We used an Android-based smart phone which hosts the application “TouchOSC”1 and sends 
OSC messages over WiFi from the smart phone directly to the laptop. All OSC messages - 
precisely signals of sliders, buttons and accelerometer data - that are received by the laptop are 
first handled by PureData (pd) [11] which then creates MIDI messages for further signal 
processing. Depending on the input, pd distributes them through virtual MIDI drivers to three 
different targets for controlling and generating sound: (1) a digital audio work- station (DAW), 

                                                             
1 https://play.google.com/store/apps/details?id=net.hexler.touchosc_a [last accessed 10th October 2014] 
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(2) a software synthesizer and (3) directly through the audio interface to the guitar effect floor 
board. 

The digital audio workstation (Sonar 8.5)2 does the central sound control. The DAW has a built-
in sequencer that has three main tasks in every song: (1) giving the beat to the musicians’ in-ear 
monitoring, (2) playing pre-recorded samples, and (3) sending pre-defined MIDI messages to the 
guitar effect floor board. Furthermore the DAW uses the software synthesizer as a virtual 
instrument over the ReWire protocol to process MIDI inputs from the piano. 
The software synthesizer (Reason 5)3 generally provides sound synthesis to the DAW and apart 
from that listens to MIDI messages sent from TouchOSC through pd for playing and controlling 
sounds directly from the smart phone. 

The guitar effect floor board (POD X3 Live)4 is either controlled by foot as usual to change 
presets or additionally through TouchOSC which enables the control of various parameters 
directly at the device through MIDI messages. 
 

2.3 Functionality 

TouchOSC comes with several predefined interface layouts and easy customization of layouts. 
The mapping of the interface elements to parameters of the guitar effect device and the 
synthesizer is configurable in pd. Thus, UniCoMP is very flexible and adaptable. 

According to the requirements of the songs that were going to be played in our particular 
performance, we chose a pre-defined layout with four toggle buttons and five sliders. This is 
shown in a screenshot of TouchOSC in Fig. 2, along with a description of the functionality of the 
buttons and sliders. The details of all functions and effects are beyond the scope of this paper and 
also not necessary to understand the general idea of UniCoMP. The interface can be customized 
easily according to the requirements of the songs for any particular performance. A more generic 
interface can also be created if needed. 
To summarize UniCoMP can be used in various ways during a performance: (1) start and stop 
the DAW’s sequencer for the playback of additional sounds and the metronome, (2) manipulate 
the software synthesizer’s range wheel as the stage piano has none built-in, (3) use it as a 
standalone instrument playing a tone of the synthesizer and modify it by moving the smart phone 
accelerometer on the hand, (4) manipulate guitar effects remotely using the accelerometer while 
playing and (5) manipulate guitar effects remotely with sliders and buttons during a short break 
or while letting a tone fade away. 

                                                             
2 http://www.cakewalk.com/products/sonar/ [last accessed 10th October 2014] 
3 https://www.propellerheads.se/products/reason/ [last accessed 10th October 2014] 
4 http://line6.com/legacy/podx3live [last accessed 10th October 2014] 
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Figure 2. A screenshot of the UniCoMP TouchOSC interface as seen by the guitarist, with the 
description of sliders and buttons. 
 

3 In-situ Study 

We conducted an in-situ pilot study to evaluate UniCoMP during a public live concert of the 
artist (first author). A schematic overview of the venue, including the six-meter wide stage, is 
shown in Fig. 3. Every device in this overview has a corresponding device in Fig. 1. 

On stage we have various stationary points of interest: (1) the drummer at the back of the stage in 
the middle, (2) the stage piano for playing the synthesizer and the laptop on the right side, (3) the 
guitar effect floor board on the left side, and (4) a scaffold for live-painting and show effects 
nearby. The musician, with the guitar and the smart phone on his right wrist, is able to move 
around on stage freely. This can happen quite frequently as part of the show when the guitarist 
moves between the three microphones, paints at the scaffold, controls the guitar effect floor 
board and plays the piano. 
 

3.1 Methods 

For the pilot study, we chose an auto-ethnographic approach, where the first author used the 
system during his live concert. The performance was video- recorded for later self-reflective 
evaluation. The main reason for choosing an auto-ethnographic approach [9] is the system itself. 
Although easy to assemble and handle it is still an early prototype and we wanted to test its 
stability in a live setting before giving it to other artists to use. Moreover the focus was on 
exploring UniCoMP’s suitability and functionality during a performance rather than exploring 
particular experiences of different artists or of the audience (this needs more objectivity and will 
be subject to later studies). 

While the system was used for the whole concert, for the evaluation we focused on one 
song on which to conduct an in-depth video analysis, similar to an approach by Reeves when 
studying interaction in public settings [12]. For this purpose the whole stage was video-recorded 
during the performance. The choice of the particular song was well-considered to test different 
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types of uses of UniCoMP while the artist moved around stage. The song starts with a pre- 
recorded spoken voice played by the sequencer running on the laptop while the guitarist paints at 
the scaffold. During the following major parts of the song until the end, the guitar and the 
synthesizer are played alternately. The performance of the song takes five minutes and twelve 
seconds which corresponds to the length of the recorded video we used for the analysis. 
For the video-based analysis we conducted a preliminary review for basic structuring, a 
substantive review to discover and annotate important passages and finally an analytic review to 
study specific parts in detail following an approach suggested by Heath et al. [13]. We identified 
the major parts of the song, the corresponding location and movement of the guitarist and every 
use of the smart phone which was also logged in a log file directly in pd. This brought up certain 
key events. In addition to the video-based analysis we used the personal experience of the first 
author as the guitarist to extract meaningful information about the application of UniCoMP. 

 
Figure 3. Schematic venue overview for the in-situ study and corresponding picture of the actual 
performance. 
 
3.2 Results 
Overall, the experience of the performance was a positive one for the artist. The system was 
relatively stable and the artist was able to (mostly) focus on the actual performance of the song, 
rather than on the device itself. He could also move around on stage according to dramaturgy and 
control devices remotely. 
From video analysis, we created a timeline visualization of the performance, as shown in Fig. 4, 
and identified four key events, identified as red circles at the top of the timeline. 
The operations resulting in the key events 1, 3 and 4 were planned in advance for testing 
purposes. Key event 2 was not supposed to happen. The events were: 
Key event 1 (00:07): Starting the sequencer remotely from the other side of the stage while 
painting at the scaffold. 
Key event 2 (01:43): Adjusting a slider that was manipulated accidentally somewhere between 
key event 1 and 2. 
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Key event 3 (02:39): After playing the synthesizer on the stage piano starting to play the 
synthesizer remotely with the smart phone while moving to the guitar effect floor board at the 
other side of the stage. 

Key event 4 (04:44): Directly after playing the guitar, starting to play the synthesizer remotely 
on the left side of the stage and start to modulate the sound by moving the hand. 

 
Figure 4. Timeline and analysis of the chosen song. 

 

3.3 Discussion 

The video-based analysis of the performance confirms that the application of UniCoMP gave the 
guitarist freedom to move around the stage according to dramaturgy rather than following given 
technical and spatial constraints. For instance operating the laptop, controlling the guitar effect 
floor board and playing the synthesizer immediately consecutively would have been impossible 
if the devices were distributed on stage and would have constrained dramaturgical aspects of the 
performance. The key events 1 and 4 show clearly the advantage of controlling devices or 
playing instruments remotely, when it would not have been possible otherwise due to timing 
constraints to physically move to a separate controller or instrument. Key event 3 underlines the 
flexibility provided for moving from one point to another on stage without interruption. 

The experiences here suggest that the wrist-mounted smart phone might be a good option for 
operating purposes during playing an instrument. It is highly accessible at any time and barely 
disturbing while using the fingers for playing. However, key event 2 also revealed considerable 
issues with the interface, when a slider appeared misaligned accidentally. Maybe it was 
inattention of the guitarist, inaccuracy while controlling other interface elements or even another 
object activating the touch screen through contact. While we were not able to replicate the 
problem later, it demonstrates that such unexpected incidents can distract the performer 
suddenly, as experienced here. Even if the artist can immediately react and sort the problem, it 
can still influence playing or even force the guitarist to stop playing. During our performance the 
guitarist checked the interface preventively, recognized the problem, waited for a short break in 
the song which luckily came and readjusted the slider by hand. This finally happened at key 
event 2. 

 

4 Conclusion 

In this paper we presented UniCoMP as a system that enables musicians to play their existing 
instruments and control devices remotely and flexibly during a musical performance. For 
realization we used off-the-shelf hardware and software only and conducted a pilot evaluation 
during a live performance of the first author who is a performing artist. Revisiting our research 
questions, the findings indicate that UniCoMP increases flexibility regarding playing instruments 
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and controlling sound effects and enables higher freedom of action on stage. Finally the interface 
can be fully customized and mapped to any MIDI-compliant device which makes UniCoMP 
potentially highly versatile. 
However, during evaluation we could also identify a certain susceptibility to unexpected errors 
that distract the musician and cause unwanted sound manipulation in the worst case. This points 
to the need for future work to make UniCoMP more fail-safe and hence available for other 
artists. Future evaluations could also explore the audience’s experience of the performance, plus 
the use of UniCoMP by other artists using other instruments. 
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Abstract: The “Trombosonic” is a new digital music instrument based on the foundational 
principles of the slide trombone. An ultrasonic sensor combined with a red laser allow the 
performer to play the instrument using similar movements to change the pitch, by moving one 
hand back and forth even though there is no physical slider available. Furthermore, additional 
sensors enhance musical expression by gestural movement of the whole interface and by using 
the breath. Due to its compact size and the lack of a slider, the Trombosonic can be played in 
many different ways using one or two hands and it can be used to acoustically explore the 
surrounding environment with the ultrasonic sensor. Two informal case studies, one with a child 
and one with an older adult, indicate the instrument’s potential for music-related educational 
purposes and its suitability for people with restricted mobility to play such an instrument. Further 
development might include a built-in microphone to use the human voice and an expansion of 
the synthesizer's features.  
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Abstract: Modern technologies facilitate new forms of learning. Technology-enhanced language 
learning (TELL) has seen dramatic changes in the facilitation of self-directed learning 
opportunities, but also in enhancing the learning experience in classroom-based formal language 
learning. In our study, we investigate the potential of new technologies and want to find out how 
immersion teaching is supported through seamless learning approaches.  

 

One Sentence Summary: The paper presents theoretical and practical considerations for digital 
immersive and seamless language learning in pre-service teacher training. 
 

1. Introduction and concepts 
Immersion is one of the key pedagogic concepts in language teaching [1]. The idea behind 
immersion teaching is to embed learners in a linguistic and cultural environment that is 
equivalent to that of a native speaker, thus facilitating acquisition of the foreign or second 
language (FL, L2) in a simulated mother tongue (L1) situation. This method stands beside other 
more traditional language teaching approaches that focus on the acquisition of linguistic concepts 
and competences (grammatical, communicative, etc.). Historically, language immersion can be 
traced back to the post-WWII days with the establishment of Ulpan courses in Israel that aimed 
to teach Hebrew to new immigrants. In these settings, students were instructed in the Hebrew 
language and culture for better integration. The idea was taken up in other countries, and, by the 
mid-1980s, language immersion had developed a strong foothold in various bilingual 
communities and in the teaching of lesser-used languages in Wales, Quebec, Brittany, and 
elsewhere [2]. Primarily adult-oriented in the outset, the high motivation and intensity of the 
approach led to successful learning outcomes and a positive perception by language learners [3]. 
More recently, the approach has been transferred and somewhat modified to cover ‘content and 
language integrated learning’ (CLIL) in general foreign language classes. Here, certain subject 
disciplines are taught in the target language to facilitate not only FL learning but also subject 
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knowledge and competences [4]. Still, despite large similarities, there are also important 
differences between immersion and CLIL [5]. 
 
In technology-enhanced learning (TEL), immersion takes a somewhat different perspective that 
mainly refers to the perceived technology-facilitated environment, such as 3D worlds, games or 
ambient learning displays [6, 7]. In this short paper, we propose to merge the two concepts into a 
seamless language learning experience and to use modern learning technologies to simulate a 
native environment for immersion. 
 
Seamless learning can be described in a multitude of ways. Conceptualisations and definitions 
vary from ‘the seamless integration of technologies into classrooms […]’ to marking ‘the border 
between formal and informal learning or individual and social learning’ [8]. Other experts define 
seamless learning as ‘learning wherever, whenever and whatever’ [9]. 
  
In principle, we see three main bridging functions in seamlessness: (1) formal – informal; (2) 
across devices and applications; (3) blended learning, i.e. scenarios spanning online and offline 
episodes of learning. Taking the conceptual and terminological versatility of seamless learning 
into consideration, a certain consensual approach in the scholarly literature can be noted, though:  
 

However, common to most definitions is the aim to support continuous, fluid learning experiences – 
mainly driven by the learner’s desire to inquire or to investigate. The concept of seamless learning is to 
make the transitions between the different learning situations and context as smooth as possible. [10].  
 

The question arises how technology can make a language learning experience fluid and student-
centred, focusing on learning/teaching designs that span different activities and contexts. The 
following chapter seeks to investigate formal and informal learning contexts (mainly at tertiary 
level), their applicative scenarios and consecutively their conceptual proximity to seamless 
learning. 

2. Formal/informal learning and its relation to seamless learning 
There is little doubt that technological innovations like the Internet have initiated a vivid 
discussion concerning the reformation or adaptation of higher education in general [11-15]: 
 

Higher education is a dynamic, complex system embedded in an even more dynamic and complex 
supersystem - human society. Technological innovations have radically changed this supersystem […] 
[16]. 
 

However, Wiley [16] suggests that especially technological developments have often not been 
didactically implemented in tertiary education curricula: 
 

While commercial industries have converted these technological advances into consumer benefits, 
thereby making customers happier and improving their own financial bottom lines, higher education has 
largely ignored these changes in its supersystem. 
 

In his paper, Wiley explicitly emphasises a certain shift concerning learning techniques in the 
digital age from formal, institution-based education to everyday or informal learning (learning in 
an extra-curricular setting [12]). In general, Wiley argues that formal learning within an 
institutionalised context (seen from a learning-theoretical point of view) is something analogue, 
tethered, isolated, generic, consumption-oriented and closed, whereas informal learning (e.g. 
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situated, ubiquitous and extra-curricular learning) focuses on digital, mobile, connected, 
personal, constructivist and open learning performances and therefore pays conceptual attention 
to the technological developments of the 21st century (see figure 1, [16]). 

 

Figure 1. Wiley's dichotomy education vs. every day (i.e. formal vs. informal learning) [16] 
Informal or everyday learning within a digital context is frequently carried out with mobile 
devices such as the smartphone or a tablet-PC [13, 17, 18]. In order to establish a holistic, fluid 
and ‘seamless’ learning approach, it is of great importance to consider the mobile device as a 
ubiquitous interface between state-of-the-art culture, everyday life and a learning-outcome-
oriented and student-centred learning in the classroom [17]. 
Ubiquitous learning means that students can learn wherever and whenever they want, but does 
not explicitly imply or emphasise the idea of establishing a fluid and smooth transition of 
learning experiences between different settings (e.g. classroom and informal learning). Seamless 
learning, on the other hand, seeks to create coherent and interdependent learning designs by 
considering learning in class and learning in context as one interconnected learning space 
without local and conceptual borders. The learning space is open [16] and rejects the dichotomy 
of formal/informal learning as two separate learning environments.  
Seamlessness in informal learning environments also takes note of the context and changes 
thereof. In order to facilitate that learning in a situated, ambient, and open space-time can 
happen, the design ideally provides more than just content items [7]. 
To promote the approach of seamless learning, various studies suggest that “seamlessness [is] 
achieved by bringing the same artefacts (data on mobile devices) into different social settings 
and times.” [8]. The learner therefore gathers, processes, and (re-)shares various artefacts (i.e. 
learning objects) in different social and local settings and considers the reflection on those 
artefacts as a holistic learning performance (independent from space, time and setting). In our 
approach, however, we aim to de-emphasise the content objects/artefacts, and instead focus on 
the learning interaction design for immersion, thereby creating a learner-centred overarching 
experience that is both, situated and outcome-oriented. 
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3. Good Practice of seamless language learning 
 
3.1. Seamless language learning with smartphones and e-portfolios. An overview. 
At the University of Teacher Education Vienna, the approach of seamless language learning is 
put into practice. Various curricular stakeholders and researchers suggest that lifelong learners at 
tertiary level should try to overcome pre-conceptualised learning borders. This is to say that a 
learner should not think in terms of formal vs. informal learning [19, 14]. Therefore, the 
approach of an interdependent, interconnected, coherent and fluid education scenario is of great 
relevance especially when educating future (language) teachers. Several chosen groups of EFL 
(English as a foreign language) students use their smartphones and the ePortfolio platform 
Mahara to bridge institution-based and informal learning contexts. Students are asked to use 
smartphones to create episodes of situated student-centred learning, which means that the 
curricular input of the EFL-lectures/seminars are extended with mobile-phone-assisted learning 
activities. The self-determined learning spaces (= episodes of situated learning) extend the 
‘learning path’ of the student [20]. The following short didactic scenario exemplifies the 
seamless language learning approach further: 
 
3.1.1. Curricular input within a classroom based context. 
During the EFL seminar, students receive theoretical and practical instruction on how to improve 
their monologic speaking skills (e.g. fluently talking about a certain topic [21-23]). 
 
3.1.2. Creation of linguistic artefacts in transferred settings. 
In dedicated sessions (e.g. school practical studies for EFL students, etc.) students learn to use 
smartphone apps to create audio recordings (focusing on theoretical and practical aspects, how to 
focus on intonation, rhythm, stress, etc.). Then they are asked to produce several artefacts which 
supports the self-evaluation of their linguistic production (speaking skills): they record 
themselves in different situations (at university, at home, etc.) talking about certain seminar-
related topics (e.g. the life of an English teacher in Vienna, documenting ELT-related activities, 
reflecting their lesson performances, and so forth) and articulating their ideas in the L2 
independent of time and space. Alternatively, they can use an Avatar recording app like Voki 
(www.voki.com). 
 
3.1.3. Sharing/documenting/discussing artefacts in an ePortfolio. 
After having recorded themselves and practised the act of monologic speaking about a certain 
topic (remedial drill-and-practice patterns), students are asked to upload the audio file (produced 
with their smartphone application) to their personal ePortfolio (in Mahara). The students then 
invite their peers and tutors to give constructive feedback on their spoken performance (feedback 
on discursive strategies, lexical/grammatical accuracy, coherent logic, etc.) [24] 
 
3.2. Empirical evaluation of ePortfolios and seamless language learning 
In order to back up the descriptive lines of argumentation concerning the use of ePortfolios and 
integrated seamless language learning, some empirical data [25, 26] will be presented. In the 
course of a research project at University of Teacher Education Vienna (2011-2013, “The use of 
ePortfolios in teacher education”; with an emphasis on self-regulated language learning), the 
following scientific focal points were formulated: 
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1. What is the general perception (positive or negative) of Mahara among pre-service 
teachers after 1.5 years of ePortfolio usage in the course of school practical studies/EFL 
seminars? 

2. Which Mahara-internal and external tools are being used in a certain didactical context 
(including reflection, feedback sessions, learning outcomes). How often are they used? 
 

In the second year of the research project, a questionnaire with 27 questions (multiple choice and 
open questions) was designed for 220 students (pilot group, lower secondary and primary school 
pre-service teachers). 147 questionnaires were returned (i.e. 66,8 %). Furthermore, four semi-
structured interviews were carried out with students. 
Since it is part of the institution’s curriculum to continuously use ePortfolios for pre-service 
teacher training especially in school practical studies, it seemed to be legitimate to ask for a 
general tendency concerning the perception of ePortfolios among students. The authors of the 
questionnaire deliberately formulated the following question in quite a general way in order to 
receive a quick response concerning perceptive tendencies: “If you had the chance to decide 
whether to continue using Mahara or not, how would you decide? O yes O no”.  
From the 147 respondents 85 (i.e. 57%) want to continue using Mahara. From the perspective of 
the stakeholder and the project group, this figure is quite satisfactory, since speaking from a 
globally-semantic point of view a general majority of the students appreciate the use of Mahara, 
which can be seen as a solid basis for a continued use of ePortfolios with the determined need to 
constantly increase these figures in the implementation phase. 
Analysing the data within the empirical segment  “The use of Mahara-internal and external 
tools” (cf. research question 2, e.g. upload of audio files, etc., see chapter 3), the following 
recurring pattern concerning seamless learning outcomes can be recognised (mainly based on 
open questions): In certain groups (e.g. 3rd semester lower secondary school teachers and 1st 
semester primary school teachers) it can be seen that Mahara does not only serve as a simple 
archive of artefacts but also as a dynamic, seamless interface for communicative and self-
regulated learning [27]; cf. students’ recordings of spoken artefacts including reflective 
performance as a part of their tasks in the EFL seminars). Within these groups, 23 people 
indicated that Mahara’s journal (internal blog tool) is frequently used for reflective processes 
(blogging about their personal speaking performance). 27 students indicated that several external 
tools (e.g. audio player plug-ins) are continuously used to display or disseminate their produced 
artefacts (cf. audio recordings). Within the context of the semi-structured interviews with 
students, many of them explicitly uttered that the use of Mahara’s journal function (blogging 
about your spoken performance, receiving constructive feedback on their linguistic performance 
by peers not only professors) in combination with simple but effective audio plug-ins (e.g. 
embed the recorded audio file into their personal learning environment) helped them to 
continuously become aware of their linguistic strengths and infelicities (pronunciation, grammar, 
lexical mistakes) due to constructive chunks of feedback. Especially ‘inhibited’ (character 
attribute based on self-assessment by students in the course of semi-structured interviews) 
students  had the chance to record their spoken performances over and over again until they 
believed their produced artefacts are suitable for meeting the demands of the original task (also 
considering in-between feedback by students and professors via the journal). Furthermore, they 
did not experience such a pressure as it would occur when performing their oral presentation 
within a formal classroom setting. Therefore, positive developments concerning certain learning 
outcomes (here: improvement of spoken performance) can be empirically noted. In addition, 
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students reported that due to the fact various performative artefacts can be 
uploaded/edited/adapted (here: audio recordings) within an explicitly ubiquitous, dynamic and 
informal context (artefacts can be uploaded from almost everywhere), students can focus on their 
tasks/performance in known surroundings (e.g. at home) which often contributes to a more 
effective seamless learning experience. 
 
 
3.3. Benefits of seamless language learning 
By making students aware that the language learning designs can be considered as something 
fluid (formal and informal learning being coherently linked), unrestricted in space and time 
(ubiquitous production/reflection of learning products) and multi-sensory (using audio, video, 
images, etc.), they realise that learning need not be categorised either as strictly institutional or 
informal. The well-designed blend of lessons, mobile technology, and artefact curation tools like 
ePortfolios supports the language learning process to appear more holistic without the constraints 
of traditional lesson structures. This fluid and ubiquitous learning process using different levels 
of interactivity and construction of knowledge/competences helps students become more aware 
of the fact that they can provide peer support or practise certain linguistic patterns (here the 
production of grammatically, lexically and topically coherent monologic spoken texts) whenever 
it suits them best.  
Due to the technological simplicity of several audio recording or Avatar applications [28], 
students are able to record and re-record themselves as often as they like (whenever and 
wherever) and submit their final learning product when they think it meets the curricular 
demands. If the students are not really satisfied with their recording, they can bring it to the 
physical classroom or the virtual sharing space, discuss it with peers and teachers, adapt it, 
improve and finalise it. Here, seamless learning means establishing a fluent local 
interdependence of learning outcomes. Furthermore, students are given the chance to 
continuously reflect and document progress by using an ePortfolio.  
Another benefit is the inherent flexibility of the learning activities. Whenever a student has 
another idea on how to improve their recording, they can immediately access it via their 
smartphones or ePortfolios (from home, on the move, in class) and adapt it to the needs of the 
momentum. Therefore, seamless learning supports the idea of immediacy as a continuous, rapid 
reflection process. With the support of the tutor, their peers and the use of complementary 
technologies, students can overcome being mere recipients of transferred knowledge, but 
directors of their own learning.  
The seamless scenario described above can be considered as “open” or “flexible”, where formal 
and informal learning converges (since the learners can improve or modify their audio recordings 
anytime anywhere). Even more importantly, in this spatial and temporal openness, the formal 
learning design is extended into the “real world”, and, therefore, includes specific cultural codes 
of discursive and behavioural patterns adapted to general frameworks of society, e.g. how to give 
constructive feedback on their peers’ audio recordings, how to critically reflect on one’s own 
linguistic performance, etc. What is more, the learning design becomes situated as learners are 
challenged with developing awareness of real-life contexts (i.e. situations they encounter while 
developing their artefacts). Due to the fact that the learners also continuously work or reflect on 
their learning products (their audio production) within an everyday life context, the learning 
experience per se becomes more authentic than the one in a traditional classroom-based situation.  
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4. Towards digital immersion and seamlessness. 
We’d like to come back to the original concept of enabling digital language immersion using 
seamless learning designs. In our short example above (i.e. a seamless learning scenario), we 
captured one individual element of FL learning. To achieve digital immersion using the full 
potential of modern learning technologies, many targeted and complementary learning designs, 
addressing different linguistic and cultural competences such as comprehension, production or 
feedback/reflection skills need to be applied. These can be structured against expected outcomes 
along the lines of the Common European Framework of Reference for Languages (CEFR; 
Council of Europe 2002). Several attempts using augmented reality have already been 
undertaken and evaluated, including the description of requirements for a contextualised multi-
platform learning framework [29]. 
What we would like to stress, however, is that immersion teaching has a firm rooting in cultural 
authenticity and this is often not served by language learning lessons no matter how advanced 
the technology that’s being used might be. Seamless scenarios developing cultural competences, 
therefore, should in our view become an integral part of seamless TELL. Understanding cultural 
concepts of a foreign language, regionalisms, dialects/accents and sociolects, therefore, need to 
be designed into the language learning experience and exposure of students. Designing cultural 
and contextual experiences for language learners can, in our opinion, lead to more 
comprehensive competence building, and the use of modern mobile, immersive and ambient 
technologies can provide the necessary connective environment to facilitate this. 
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Abstract: This paper describes the changes required in the teaching methods and operational 
culture of schools to foster the learners of the 21st century, with a focus on increasing the use of 
3D technology. Also a project responding to the challenges is introduced, as the School 
Innovation and Learning Center project has a particular focus on implementing new learning 
methods in high school and vocational education with the help of 3D technology. With regard to 
developing 3D virtual learning environments, an immersive 3D virtual learning environment 
under development in the project will be introduced as an example of the matter. 
One Sentence Summary: Towards new learning methods in high schools and vocational 
education with the help of increasing the use of 3D virtual learning environments.  
Introduction: While the digital world and operational culture have rapidly faced tremendous 
changes during the past years, the educational methods used in schools have still remained fairly 
similar for a long time [1]. These methods fail to support the needs of the learners of today as 
they concentrate more on memorizing facts than developing deep conceptual understanding 
which is the main skill learners need in the 21st century [2]. In general, learning and work life 
demand 21st century skills such as problem-solving skills, self-regulation, creativity and 
innovation skills, communication and collaboration skills and the ability to use different kinds of 
technology [3]. Also life-long learning and constant development are needed. However, these 
skills are not currently widely taken into consideration in many educational environments and a 
constantly increasing amount of students seem to experience schools as places that are separate 
from the rest of the society and thus feel that the skills and information focused on in school are 
not relevant to them. 
Thus, there certainly is a need to review the teaching and learning methods widely used in 
schools and to see the potential in open-mindedly trying out and developing new types of 
learning in school [1]. It has been stated that technology has a lot to offer in supporting different 
kinds of learning methods and developing skills needed today [4]. 3D technology and virtual 
learning environments have also several learning affordances as they, for example, can improve 
the transfer of skills and knowledge to real life situations and support richer collaborative 
learning. [5] Teachers have an essential role in bringing in new methods and changing practices 
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inside the schools. To succeed in that they need support from other teachers and management 
and they need to understand why the change is required.  

In this paper, we will first discuss the change that is needed in the operational culture and 
teachership in all the levels of the educational system, approaching the topic from a perspective 
of implementing 3D virtual learning environments in educational practices. The School 
Innovation and Learning Center (SILC) project focusing in this matter is also presented as a 
practical example of how the implementation of new technology and especially 3D learning 
environments could be supported through trainings. Secondly, we will introduce a virtual 3D 
learning environment under development in the project in more detail and discuss some of the 
possibilities for future development. 

Developing Operational Culture through 3D Technology: In formal schooling, there are two 
main groups that work side by side during school days: learners and teachers. Although the 
management teams of schools have responsibility in guiding the operational culture of schools 
towards a certain direction, teachers are also in a key role when implementing new technology as 
they bring new methods and ideas into formal learning situations. The role of teachers is shifting 
more and more from transmitting knowledge towards guiding and supporting learners to 
construct knowledge themselves, building on prior knowledge [2]. Thus, the biggest challenge is 
to get teachers to be prepared to adjust their practices towards guiding the learners and 
implementing new kinds of technology to their teaching in meaningful and motivational ways. 
Adapting new strategies into school could and should eventually lead into changes in the 
operational culture of the school and in the role of teachers. For example co-operational working 
in different kinds of teams including teachers and students to construct knowledge and support 
learning could be an essential part of the new practices. 
3D Virtual Learning Environments in Education. As discussed earlier, especially information 
and communication technology has developed in huge steps during recent decades and is used 
widely in everyday life. However, the use of technology in classrooms and in education in 
general can still be considered to be rather inefficient and focusing merely on storing 
information, although there are plenty of disposable technologies that could be used to support 
learning. For example, technology could be used to facilitate the finding, sharing and storing of 
knowledge, making learning processes visible and offering tools to communicate with others. 
Especially 3D virtual learning environments have substantial potential in enriching learning by 
bringing new kinds of learning methods into school.  

3D virtual learning environments can provide teachers and learners with fascinating new 
motivational, collaborative and flexible solutions for educational purposes. There are many 
practical learning methods that 3D virtual learning environments enable to be used, as they could 
for example be utilised in simulations or training games to make learning more enhancing and 
practical in situations that could not be practiced in real life [6, 7]. Thus, using 3D virtual 
learning environments can significantly support including different types of learning, such as 
collaborative and phenomenon-based learning, in education. They can be used as multi-user 
social collaboration platforms, for example, in distance education as they offer a shared space or 
place despite the location of learners and enable the feel of social presence which has a crucial 
role in collaborative learning situations. 3D virtual learning environments can also support the 
development of self-regulation, as they facilitate giving students responsibility and placing them 
in the center of their own learning [8]. 



E-iED 2014                            ImmersiveEducation.org                                      PROCEEDINGS 138 
 

In future, in addition to providing new learning methods, 3D virtual environments could also be 
used to help users to share their viewpoints and participate in the process of planning new or 
renovating old school buildings and learning spaces. The same environment could then also be 
utilised as a virtual 3D learning environment both during and after the designing and building 
process, for example, in the same style as in the SILC Virtual School which will be introduced in 
Chapter 3. 

SILC Project. The SILC project was established to respond to the growing needs to find new 
kinds of solutions and approaches to education. Its main goal is to develop learning methods in 
high schools and vocational education with the help of increasing the use of technology and 
especially 3D virtual learning environments. In practice, the SILC project has provided teachers 
with trainings and practical examples of the use of 3D virtual learning environments in 
education. 

As the major challenge regarding the use of technology in schools is often linked to 
implementing new strategies and changing the operational culture, the main purpose of the SILC 
project is to focus on putting 3D technology into practice in the everyday life of schools. The 
goal is to develop solutions that support teaching, leadership and management systems and the 
development of both in virtual and physical learning environments. In the SILC project, the 
challenge of introducing new practices to school is responded to by organizing both pre-service 
and in-service trainings for teachers to provide them with practical ideas and tools to support the 
use of 3D technology in their teaching. So far, trainings have been arranged in high schools and 
in vocational education around Finland. 
Description of the Virtual Kastelli School: During the SILC project, already existing 3D 
virtual learning environments, such as the TOY environment from the Future Learning 
Environments project in the Future School of Finland program,  have been evaluated to provide 
information for further development of future virtual learning environments [9-11]. Also 
interfaces connecting 3D virtual learning environments with physical learning environments 
have been explored [12]. These research outcomes have been used to develop new 3D virtual 
learning environments in the project such as the Kastelli School which will be introduced in this 
Chapter. 
Overview of the Virtual Kastelli School. Currently, a new 3D virtual learning and training 
environment is under development in the SILC project (Figure 1 and 2). This environment is 
going to act as an example of a practical virtual learning environment and also have a role in 
developing the operational culture of a new community center of Kastelli in the city of Oulu, 
Finland. The new 3D virtual learning environment includes a 3D model of the high school wing 
of the actual community center building that was inaugurated in autumn 2014. There is also tools 
for learning and teaching, such as communication tools, as well as a furnishing library allowing 
the users to modify the spaces to suit their needs. Although the virtual Kastelli School is mainly 
for fire safety training, the users can also utilise it for other learning situations. For example, they 
can furnish one classroom to be used as a distant teamwork space where they can meet and work 
together in the same space like in physical world.  
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Figure 1. An avatar of the user is looking view over the Kastelli School.  

 

Figure 2. An avatar is moving inside the Kastelli School.  

The Used Technology. The 3D virtual environment is created using the realXtend open source 
platform and will be hosted in the online virtual reality hosting system, Meshmoon, which is a 
service build on the realXtend. Meshmoon service was chosen because it provides flexible 
solutions for creating 3D applications, is easy to install to all computers and are free of charge 
[13, 14]. The realXtend is a multi-user platform which supports online communication and 
collaboration. The users utilise avatars, virtual representations of themselves, to move and act 
inside the virtual Kastelli School environment.  

Fire Safety Training in the Virtual Kastelli School. With the virtual and physical school 
environments being similar, it is possible to use the virtual Kastelli School to practice different 
skills that could be implemented in real life situations when needed. The similarity of the 
environments can enhance the connection between physical and virtual, and thus also facilitate 
the implementation of 3D technology in the school. Taking this into account, in the virtual 
Kastelli School there is a game-like fire safety training simulation that can be used to 
authentically practice evacuation in fire situations (Figure 3).  
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Figure 3. Fire safety simulation. The evacuation is in progress and the avatar is trying to find the 
way out of the burning building. 

The community center of Kastelli and its high school wing have a rather complex floor plan with 
the high school wing being divided in eleven zones which all have different exit routes. In fire 
situations, there is usually just a few minutes to evacuate from the building and that is why it is 
important to practice the evacuation from different parts of the school building. In the 3D fire 
safety training simulation, teachers and students can practice fire safety training in a safe 
environment without real risk. They need to act like in real life situations and perform certain 
actions to get through the training; it is also possible to make mistakes and they will finally get 
feedback on their actions. The simulation has been designed to support the fire and evacuation 
training that takes place in real life instead of intending to replace it. Still, some features in the 
virtual fire safety training brings the training additional value, like an interactive evacuation map 
which is described later in the text. 

The virtual Kastelli School provides users with three possible ways to practice fire safety issues. 
First of all, it is possible to increase the knowledge of how to act in fire situations by reading and 
watching instructional materials (Figure 4). Secondly, users can practice evacuation from 
different locations of Kastelli School by using different evacuation routes. In every classroom, 
there is an interactive evacuation map that displays the shortest evacuation route from the 
building either by highlighting the path or moving the user through the evacuation route (Figure 
5). The third option to practice fire safety issues is to do the virtual evacuation from the school 
building by starting a fire simulation and the evacuating through the evacuation route that could 
be practiced in the second stage (Figure 3). All the users have been given access to starting a fire 
simulation, including deciding where the fire will start and how much time there is for 
evacuation. When the fire has been started, all the users will receive an announcement of how 
much time they have to leave the building. They will then exit the building through the 
evacuation route as in actual emergency situations. It is also possible to run into other avatars 
and fall, which will slow down their evacuation process. Multiple users can participate in the 
evacuation simulation at the same time and afterwards they all get feedback from the system 
(Figure 6). This feedback will show which route they used during the evacuation and if they ran 
into other users or entered a danger zone. 



E-iED 2014                            ImmersiveEducation.org                                      PROCEEDINGS 141 
 

  
Figure 4. An avatar (user) exploring the fire safety materials in Kastelli School.  

 
Figure 5. An avatar checking the evacuation route from the interactive evacuation map on the 
wall. The evacuation route is highlighted by green arrows on the floor.   

 
Figure 6. Feedback after evacuation. Red line shows the evacuation route of the avatar. 
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User Evaluation. The 3D virtual learning environment and fire safety training simulation will be 
tested in the high school of Kastelli with different user groups such as (a) the students, (b) the 
teachers and staff, (c) the head team of the community center and (d) safety training 
professionals. During the autumn 2014 about 100 students (from 700 students) and all the 40 
teachers and head team members of the high school are participating in the first user tests in the 
virtual Kastelli School. After the user tests, a real life evacuation practice will be organised to 
evaluate the effectiveness of the virtual fire safety training and the impact of the virtual training 
to real life situations. The evaluation is made by users and fire safety experts and it will provide 
us with important information on usage of virtual fire safety trainings in school contexts. 
Although virtual safety trainings have been used for example in mining industry, in a school 
context they are rather new.  

Conclusions: In this paper, we highlight the change required in the operational culture of 
schools to increase the use of technology and the role of teachers in this change. We also 
introduce the SILC project and one of its 3D virtual learning environments that is currently under 
development. By this we demonstrate how the SILC project has responded to the challenges of 
changing the educational field and society. The SILC project is developing models that will 
facilitate the updating of the operational culture to suit the needs of learners by supporting the 
implementation of new technological solutions, especially 3D technologies, in high school and 
vocational education. The implementation of new technology and methods has often failed 
because of the lack of time and knowledge of teachers. That is why teachers should be offered 
practical training and time to adapt to new solutions and practices. It is also essential for teachers 
to feel dissatisfied about the present situation, see why changes are needed and find new 
solutions that are meaningful for them. The SILC project has responded to this challenge by 
offering training and developing models that are easy to scale from school to school and aiming 
to affect teacher education. The new immersive virtual learning environment of Kastelli School 
can be seen as a result of this development work. 3D virtual learning environments have great 
potential in supporting the holistic development of the operational culture of schools by changing 
the methods used in learning situations instead of merely using a different technology. 
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Abstract: Literature in the area of psychology and education provides domain knowledge to 
learning applications. This work detects the difficulty levels within a set of multiplication 
problems and analyses the dataset on different error types as described and determined in several 
pedagogical surveys and investigations. Our research sheds light to the impact of each error type 
in simple multiplication problems and the course of error types in problem-size. 
 

One Sentence Summary: This work consists in the investigation of the various error types in 
multiplication problems, as well as the problem-size effect. 

Main Text:  
1 Introduction: Learning simple multiplications is one of the major goals in the first years at 
primary school education. Math teachers find pedagogically relevant to know which exercises 
improve mathematical abilities, which errors occur repeatedly and on which steps they may 
require teacher's intervention.  
Applying math training applications can support the teachers in this regard and enhance the basic 
math education at primary schools [1]. For example, the 1x1 trainer application [2] that was first 
developed by Graz University of Technology, assists the training process of pupils and enhances 
the pedagogical intervention of the teachers for learning one-digit multiplication problems at 
schools. The application was used in several primary schools for training goals. In our previous 
works [3, 4] we analysed the gathered data (about 500,000 calculations) to get insight about the 
learners' answering behaviour within this application. We identified difficulty levels within the 
set of one-digit multiplication problems. In this work we continue our research on another 
dataset generated by the Android application UnlockYourBrain, which poses different basic 
mathematical questions to the learners. The focus is drawn first to the multiplication problems. 
We perform the same analysis steps as in our previous work to identify the difficulty levels. We 
primarily want to shed light to the reasons of the incorrect answers. Therefore, based on the error 
rates driven from the first part of the analysis, for each multiplication problem we detect different 
error types known from the literature. We present the probabilities of occurrence of the various 
error types in detail and explain them individually, for each specific multiplication problem. 
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Section 2 describes the dataset that is used for analysis purposes. Section 3 covers the difficulty 
levels of the multiplication problems, the findings and interpretations based on the difficulty 
probabilities. Section 4 describes the detected error types and proceeds to the analysis of error 
types in section 5. 
 

1.1 Related Work: There are two major arithmetic models of fact retrieval that deal with errors 
in simple multiplications; the modified network interference theory by Campbell [5] and the 
interacting neighbours model by Verguts and Fias [5]. Both models introduce some common 
error types and their cause in simple multiplication problems. 

One of the most occurring error types in simple multiplication problems are the operand errors. 
They happen whenever the failed result is the product of one of the neighbouring operands 
instead of the given ones; e.g. 48 = 6 * 8 for the given problem 7 * 8. The survey done by 
Campbell [5], shows that the majority of errors can be classified in this category. The operand 
error rates differ for each multiplication problem and are not uniformly distributed [7].  
Operand intrusion error happens when at least one of the two operands matches one of the digits 
of the result; e.g. answering 74 to the posed question 7 *8. Campbell argued that reading the 
operands as if they were two-digit numbers causes this error. This argument is supported from 
the fact that the first operand is observed in the decade digit's place and/or the second operand 
appears at the unit digit of the result [7, 8]. 

One of the initial findings in solving arithmetic problems is the so called problem-size effect. 
The problem size is defined as the sum of the operands [9]. The error rates increase as the 
problems get larger and the response time evolve correspondingly. The only exceptions are five 
problems (problems involving 5 as operand e.g. 5 * 7) and tie problems (problems with repeated 
operands e.g. 4 * 4), that do not exhibit this error to a large extend. These problems can be 
answered faster in comparison to other problems of the same category [10].  

The interacting neighbour model of Verguts and Fias [11] introduces the concept of consistency 
of multiplication problems. The concept of consistency was formerly known from the language 
literature [12], where it was proposed that the reaction time to pronounce a given word depends 
on the consistency of the word to its neighbours, with respect to pronunciation. In the context of 
simple multiplications, each problem has a set of neighbouring problems. The operands that are 
used in these problems, are the neighbours of the operands (in the multiplication table) of the 
original problem. Two arbitrary problems are consistent if their solutions have the same decade 
or unit digits; e.g. 56 = 7 * 8 and 36 = 4 * 9 are two consistent problems with respect to their unit 
digit. The authors argue, that the consistency measure explains the problem-size effect as well as 
the tie effect. Tie problems have less neighbours and they are inconsistent rather than consistent. 
Hence less competition exists for tie problems. For all five problems there are consistent 
neighbours with distance 2 (they share 5 as unit digit). Although the neighbour distance is far, it 
is assumed to be the reason for smaller error rates. Altogether, multiplication problems that have 
a higher consistency with their neighbours can be answered faster with higher accuracy [13]. 
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2 Dataset Description: The learning application that was used to provide insight for the 
characterisation of learning difficulties is UnlockYourBrain. Android users are confronted with 
basic mathematical questions each time they attempt to unlock their screen. The application 
provides for each posed question a list of possible answers; only one of them is correct. The list 
has variable length, meaning that it can vary from trial to trial between two and five possible 
answers, even if the posed question is the same. The answering process evolves as follows: the 
learner can either attempt to answer or chooses to skip the usage and continue with unlocking the 
screen. In case of an answering attempt, either the correct answer is chosen and the application 
finishes, or a wrong answer is selected. In the latter case the application indicates the mistake and 
repeats the question with the remaining possible answers. The user reattempts to answer the 
question with less possible answers or chooses to skip. 

The dataset was cleaned to remove noise and was reduced to a minimum number of occurrences 
of entities in order to ensure a high degree of confidence in the statistical results. The methods 
used can be read at [14]. The final dataset contained 268 questions that were posed totally 
1191450 times to 46357 users. 

 

3 Answer Types and Difficulty Levels of Multiplication Problems: A measure of the 
difficulty of a question is the answering manner of the learners. The possible answer types are 
gathered in the following set {R, WR, W, WWR, WW, WWWR, WWW, WWWW} where W means 
“wrong” and R “right”. A question that was posed with three answering options (see [14]) can 
have three answering types: R which denotes that the user found the correct answer in the first 
answering attempt, WR that the first attempt was wrong but the second right and WW that both 
attempts failed. The set of answer types is the classification algorithm's dimensions. Every 
multiplication lies in an eight-dimensional feature space where the value in each dimension is the 
probability that the question was answered as the corresponding answer type. By applying the K-
Means algorithm [15] in this space we classified the problems in 11 clusters; each of them 
contains problems that were answered in similar means from the learners. 

Figure 1 depicts the computed difficulty probabilities (error rates) of all provided multiplication 
problems within the dataset. A low probability indicates a rather easy problem whereas a high 
probability implies a relatively difficult one. 
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Figure 1. Difficulty map of multiplication problems. Axes stand for the two operands A and B of 
a multiplication problem A * B. Low probabilities imply lower error rates, hence rather easy 
problems. High probabilities indicate relatively difficult problems. 

 

It can be observed that the difficulty values appear to a great extent symmetric. The error rate of 
problems A * B and B * A seem to be strongly correlated, therefore the order of operands 
probably does not have a decisive influence on the error rate. One-digit multiplication problems 
are considered easier than the two-digit multiplications. Looking further into the set of one-digit 
multiplications (the top left quadratic area in figure 1 where both operands are less than ten) we 
achieve the same results as we gained in our previous research work [3] in the one-digit 
multiplication problems. 5 and 10 problems are relatively easier to solve. The problems 
involving operands 6, 7, 8 and 9 are rather difficult problems. 
Looking into two-digit problems, we observe the influence of the 5 and 10 operands in the 
simplicity of the question containing them. As in one-digit problems, the unit digits 1, 2 and 5 
show the lowest error rates. The same is true for difficult operands. It can be seen that specially 
the unit digits 6, 7 and 8 make the two-digit problems extremely difficult relative to the other 
operands. Considering the problems containing $5$ as unit digit, the combination with difficult 
operands as decade digit leads to a higher error rate, compared to the other decade operands. 
The tie effect is also visible. The problems containing repeated operands have lower error rates 
compared with other neighbour problems, but the problem-size must be also taken into account. 
While the tie problems in the interval of one-digit problems are relatively easy, they become 
more difficult for two-digit problems. The provided dataset in our case contains tie problems no 
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greater than 17 * 17. In figure 1, problems 11 * 11 and 12 * 12 seem easy due to their unit digits 
(1 and 2 effect); 15 * 15 shows relatively a lower rate than the other tie problems with operands 
greater than 12 * 12. It can be argued that the use of 5 as one of the operands could explain this 
phenomenon. 

 
4 Error Types: The complete list of analysed error types with a short explanation can be found 
in table 1. For a sample given multiplication problem 56 = 7 * 8 an example is given to clarify 
how to interpret an error type. 

Error type Description e.g. 56 = 7 * 8 

Operand errors A neighbouring operand is taken   
Split 1 The neighbouring distance is 1 48 = 6 * 8 

Split 2 The neighbouring distance is 2 for an 
operand or 1 for both operands 

40 = 5 * 8 

Which operand? Is the smaller or larger operand affected? 
Ties were ignored. 

 

Which neighbours? Are smaller or larger neighbours taken?  

Operand intrusions A digit of the result matches an operand  

First operand Decade digit matches the first operand 74 ! 7 * 8 
Second operand Unit digit matches the second operand 68 ! 7 * 8 

Unit consistency Only the unit digit is correct 76 ! 56 
Decade consistency Only the decade digit is correct 51 ! 56 

Table 1. The analysed error types and their descriptions. 
 

5 Results and Discussion:  
5.1 Operand Errors: The majority of errors can be categorized as operand errors. The operand 
error rates differ for different multiplication problems (see section 1.1). Figure 2 depicts the 
probabilities of an operand error for each simple multiplication problem where each square 
represents a specific problem. The first operand can be read off the X-axis, the second operand 
off the Y-axis. The color of the square indicates the probability of an operand error occurrence 
for the corresponding problem; red color indicates higher probabilities and blue color a very low 
probability. As it can be seen, the problems that are rather difficult (see section 3) are more 
affected by operand errors than the easy ones. 
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Figure 2. Probabilities (error rates) of an operand error for each simple multiplication problem. 
Figures 2A and 2B compare the error rates of an operand error with the split of 1 and 2 
respectively. Figures 2C and 2D depict errors with decremented and incremented operands, 
respectively. These are restricted to the error rates of operand errors with a split of 1. Figures 2E 
and 2F compare errors caused by smaller and larger operands respectively. These are restricted 
to the error rates of operand errors with a split of 1 incremented. 

 



E-iED 2014                            ImmersiveEducation.org                                      PROCEEDINGS 150 
 

Figures 2A and 2B show the probabilities of an operand error with the split of 1 and 2. 
Comparing the two heatmaps, it is visible that the shortest neighbour distance (split 1) contains 
the most operand errors; e.g. for a given problem 7 * 8 the errors such as 48 = 6 * 8 are more 
probable than 40 = 5 * 8. It is observable that the most difficult problems have the highest 
operand error rates. Relatively easy problems comprised by operands 2, 5 and 10 show the 
lowest error rates. This is also true for operand errors with split 2. One can verify that the error 
rates are also not uniformly distributed over all problems. Five problems are less affected from 
the effects that were described above. We can observe a slightly higher error rate for five 
problems that involve an operand greater than 5 though. It can be argued that the difficult 
operands account for this effect. 

Looking further into operand errors with split 1, that account for the majority of errors, it can be 
observed that the larger operand neighbours are more frequently responsible for the cause of 
errors than the smaller ones. In other words, learners tend to choose a value greater than the true 
result of a problem rather a decremented one; e.g. for a given problem 4 * 8 the errors such as  
36 = 4 *9 are more probable than 28 = 4 * 7. Figures 2C and 2D show this finding. We 
emphasize that this is a valid prediction for all simple multiplications. Looking further through 
each multiplication individually, we observe some exceptions such as 9 * 7 and 7 * 9 where a 
decremented operand is rather due. Furthermore the tie problems seem to follow the same rule as 
can be seen in figure 2D. 
Considering the operand errors with split 1 and incremented operands, the next step was to 
analyse which operand accounts for the error. More specifically, to investigate which one is 
incremented: the larger or the smaller operand. Our analysis shows that the mean probabilities 
for the set of larger and smaller operands are extremely close to each other, so that we can not 
claim that the relative size of operands plays an important  role.  Figures 2E and 2F show this 
comparison for each multiplication problem. As an example it can be seen that 8 * 4 or 4 * 8 
show a very high error rate, meaning that the most probable false answer in this case was          
36 = 9 * 4. 
 
5.2 Operand Intrusions and Consistency Errors:!Operand intrusion errors occur when an 
operand intrudes into the result. Figure 3 depicts the error rates for the first operand A and the 
second operand B respectively. In general the probability of an intrusion for the second operand 
B is higher than for the first operand A. While no specific pattern can be found within the set of 
simple multiplication problems, it can be observed that some operands reveal a higher 
probability relatively to other problems. For instance in case of the first operand intrusion, 
specially the operand A = 4 shows a probability over 10% while multiplied by difficult operands
B ∈ {7,8, 9} . Interestingly A ∈ {4,6, 7,8}are more often intruded to the results while multiplied 
by B = 9. In case of second operand intrusion, B = 6 reveals a probability of 12% while being 
multiplied by difficult operands A ∈ {7,8, 9} . It is followed by A ∈ {3, 4}multiplied by B = 8. In 
both cases, first operands A ∈ {6, 7,8, 9}play a stronger role in operand intrusion compared with 
other operands. 
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Figure 3. Probabilities (error rates) of an operand intrusion error for each simple multiplication 
problem. Figures 3A and 3B show the error rates for the first operand A and the second operand 
B respectively. 

 

Considering the decade and unit consistency errors, we could find no clear pattern in the 
multiplication table. The probability of error occurrence related to decade consistency is 
relatively higher than unit consistency. Decade consistency errors are specially more probable if 
both operands are greater than 5 and are unequal. The reason for this could be explained by the 
problem-size effect. 
 
5.3 Problem Size Effect:!Problem-size is the sum of the operands and expresses how large the 
problem is. Figure 4A shows the error rate (of any type) against increasing problem size. As the 
problem size increases, the error rate has also a tendency to increase. However there is no 
continuous ascending course of error rate. As predicted in [5, 7, 10] the tie problems can be 
answered faster and more accurate compared with other problems, also while the problem size 
increases. We see here that the tie problems have a different course by ascending problem-size. 
While the error rates for all other error types increases, in tie problems a decrease is observed. 
This can be claimed only upto problem size 25, due to the fact that the provided dataset for the 
analysis is restricted. Furthermore, the error rates for the tie problems have a local minimum at   
5 * 5, 10 * 10 and 15 * 15, which can be argued by the 5 effect and the easy 10-problems. 
We analysed each error type described in table 1 against the problem size individually. Decade 
and unit consistency errors increase by ascending problem-size. Figures 4B and 4C depict the 
unit and decade consistency errors against problem size respectively. All other analysed error 
types do not reveal any increasing course and stay constant within a close probability interval. As 
an example, the operand error with split 1 is depicted against the problem size in figure 4D. It 
can be observed that the error rate varies between 5% and 10% and comes even down to about 
3% at problem size 25.  In sum, considering the set of analysed error types, the problem-size 
effect can be defined according to the unit and decade consistency errors.  
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Figure 4. Error probabilities (fraction of errors) against problem size. Problem size is calculated 
as the sum of the operands A + B. The largest considered operand is 15. Ties and non-ties are 
depicted separately. Figure 4A shows the general round error probability; that is the fraction of 
rounds where at least one error of any type has been made against problem size. Figure 4B 
depicts the unit consistency errors and 4C shows the decade consistency errors against the 
problem size. 
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Abstract: Young children have accessed to digital media devices such as computers and mobile 
phones. These devices have allowed students using third party 3D digital content for enjoying 
and learning. However, there has been a gap on how to stimulating students at k-12 levels to 
access, understand and use with awareness a complexity that involves applying a combination of 
computer science and k-12 curriculum scientific concepts with support of accessible 3D digital 
technology for producing content. In this paper, an after-school experimental educational project 
based on hands-on interactive media and information visualization techniques is presented. This 
project has used a conceptual combination of web3D-based technology, cognitive sciences, 
learning by doing, action research and immersive education features for stimulating individuals 
producing 3D digital content through applying the X3Dom framework at K-12 Levels. This 
work’s qualitative contributions have been stimulating students’ cognitive competencies such as 
reading, writing and spatial thinking. It includes digital skills enhancements through human 
computer interactions and applying computer science features like computer programming and 
3D graphics visualization interrelated with k-12 curriculum sciences concepts as math and 
English language. This learning project has inspired individuals’ exploratory lifelong learning 
and professional attitudes related to researching and producing digital content with sustainability. 

One Sentence Summary: This project has stimulated individuals’ hands-on web3D technology 
resulting in lifelong learning and professional enhancements with sustainability. 

Introduction 
Young children have had access to diverse digital media devices such as computers and mobile 
phones. These devices have allowed students using third party 3D digital content for enjoying 
and learning. However, the researched literature [1-5] and this author’s long-term action research 
[6-11] at a primary school, in a developing country, have showed that there has been a gap on 
how to stimulating and sustaining k-12 students to access, understand and use with awareness the 
complexity that involves applying a combination of computer science and k-12 scientific 
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knowledge concepts with support of accessible advanced digital and information visualization 
technologies for producing tridimensional (3D) digital spaces or virtual worlds content. 

In this paper, an after-school experimental educational project based on hands-on 
interactive media and information visualization techniques is presented. This project has used a 
conceptual combination of web3D-based technology, cognitive sciences, action research and 
immersive education features for stimulating students’ producing 2D and 3D content at K-12 
levels through applying web3D based tools such as the X3Dom framework and several low cost 
multimedia instruments.  

Based on action research [13] and human computer interaction (HCI) studies[30], this 
project’s data have been collected via author1’s participatory observation, informal emails and 
talks with current and former students, their publications in blogs integrating 2D and 3D content, 
video and audio recordings of this project’s training sections. The data analyses have showed 
qualitative results such as stimulating individuals’ cognitive and digital skills, including general, 
scientific and technical knowledge enhancements [9, 10]. These knowledge enhancements have 
impacted on their exploratory lifelong learning, research and professional skills and attitudes. 

Ones have enhanced knowledge through combining and using computer science (CS) 
principles such as computer programming, 3D graphics and information visualization techniques 
[33, 34]; cognitive abilities (CA) concepts like reading, writing and spatial thinking skills  [30], 
[33]; and k-12 curricular scientific knowledge (k-12CSK) fundamentals related to mathematical 
concepts like positive and negative numbers, Cartesian coordinate system and geometric shapes 
for producing digital content[7-11], bringing about within long-term observation citizens’ digital 
literacy and inclusion with sustainability in both educational and professional life. 

This kind of educational project roadmap can be adapted to several socio-economic 
contexts. It is able to stimulate individuals’ producing digital content with support of accessible 
and advanced web3D based technology, which can be affordable for both students under 
economic disadvantage and schools with low budget. In addition, this type of learning project 
can contribute for reflections on how to developing effective teaching and learning practices, 
addressing the challenges of broadening participation in computer science [37] and expanding 
immersive education possibilities at k-12 education levels [38] . 
Related Work 

There has been a decrease in virtual reality (VR) and information visualization technology costs 
[23] and an increase on developing VR applications for art, design, and sciences [23, 24], 
including the use of 3D interactive techniques for enhancing students’ digital literacy and 
scientific knowledge at k-12 levels [2, 3], [ 25-28], [35], [38].  

Educational projects such as [26, 27] have used 3D graphical interfaces to stimulate 
primary students’ learning.  The educational work in [27] has inspired sixth grade students create 
stories and enhance digital art skills using software modeling tools for producing 3D models and 
exporting them to accessible web3D-based file formats related to Virtual Reality Modeling 
language (VRML= wrl.) and Extensible 3D Language (X3D = .x3d).  

However, through stimulating individuals’ hands-on web3D based scripting languages 
such as X3D for producing content can highlight the idea of bringing the understanding to the K-
12 level students about what is in behind a 3D interface and its interrelation with k-12 curricular 
topics as English language, geometry, arts and math. 
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Conceptual Knowledge  

A combination of cognitive sciences, action research, immersive education and web3D-based 
technology forms a conceptual knowledge that has supported this work. 

According to Ronchi in [12] cognitive sciences’ studies about an individual’s knowledge 
building process that encompass information transmission and learning mechanisms utilized by 
human cognitive apparatus have addressed the approach of “learning by doing” with support of 
digital technologies. Learning by doing is an approach that we use when learning, for instance, a 
skill. In other words is “the perceptive-motory method, which involves watching, touching, 
testing, and then imitating or retesting.” It is the method by which a child initially experiences 
and learns until artificially develops the symbolic-reconstructive method. The symbolic-
reconstructive method encompasses “decoding symbols (language) and then mentally 
“rebuilding” the transmitted concept.” This method is associated with learning processes, for 
example, reading, understanding, reflecting, reasoning, induction, deduction and involves 
processing information being aware and conscious. However, the perceptive-motory method or 
the primary learning mechanism “can only be activated, if the object belongs to the physical 
world”. Due to “the “undo” option, the same trial and error approach entered the world of 
software”, enables ones to use the learning by doing method.”  

In this context, virtual reality (VR) represents the tool that provides connecting the 
perceptive-motory system to nonphysical objects - virtual digital objects. VR technology has 
allowed individuals materializing a mathematical space in which they touch a molecule and 
modify its structure such as exploring a mechanism or human body from inside. Considering the 
process of “transmitting knowledge: if the knowledge consists of a group of concepts with 
structure (links and relationships), its transmission via conventional media implies a sequential 
single-channel protocol that involves the disassembly of the structure into nodes, relationships 
and constrains.” In contrast, knowledge transmission via hypermedia and or VR interactive 
techniques can bring about “interactive transmission of structured knowledge spread across 
many channels along with the full set of links and relationships” [12]. 

An empirical example interrelating individuals’ cognitive abilities such as spatial 
thinking, reading and writing, learning by doing, VR and information visualization techniques as 
well as k-12 curricular topics such as math and geometry was carried out in the context of HCI 
and production of a 3D space content at the primary school object of this article. It supported an 
action/teacher researcher attempting to enhance the processes involving participatory and 
interactive teaching and learning actions and can be visualized in figure-1.  

                   

Figure 1. A student within a process of learning by doing via producing 3D content through 
applying computer programming skills and cognitive abilities such as reading, writing, attention 
and spatial thinking based on using the interrelation of cognitive sciences and VR techniques 
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Action Research 

Action research (AR) has as features to be participatory and democratic. It supports a teacher / 
researcher investigates the impact of her/his intervention and monitor whether it brings about a 
difference. Hence, AR is socially responsive and takes place in context. The knowledge acquired 
through AR can serve as base for an educational community enhances teaching and learning 
practices and policy making [13]. Considering a growing prevalence of 3D digital spaces impact 
on individuals’ lives, for instance, through entertainment, cultural and military industry [3], [12], 
previous k-12 educational work [3], [5],[ 25], including a combination between cognitive science 
studies and VR techniques as mentioned and sowed above, it seems plausible stimulating an 
increase in learning activities based on the immersive education (IE) concept. 

Immersive Education 

The concept of IE and its features have formed a flexible learning platform that combines 
interactive 3D graphics, simulation technology, VR, web cameras and rich digital media with 
collaborative online course environments and classrooms. IE has given participants a sense of 
"being there" even when they cannot attend a class. IE has provided individuals with the ability 
to connect and communicate in a way that greatly enhances a learning experience [14]. 

For instance, students and educators can develop and share their acquired knowledge 
through research centers web sites [15], e-mails and blogs such as described in our previous 
work [8, 9]. Hence, the IE concept supports individuals’ experience in and outdoor classroom 
‘learning by doing’ educational activities based on several digital media devices as in figure-2. 

             

Figure 2. Students in an outside class learning activity, in which they produced and visualized 
3D digital spaces with support of combining cognitive skills as reading and writing web3D-
based information visualization techniques, during Feira Brasileira de Ciências e Engenharia 
(Brazilian Fair of Science and Engineering) – FEBRACE [36] at the University of Sao Paulo 

Digital Techniques and The X3dom framework  

Graphical capabilities of modern browsers, growing accessibility and interoperability of web-
based languages as the Extensible Markup Language (XML) that are used to describe and format 
2D and 3D digital content have been enhanced [17-19], [33]. Improvements of XML based 
languages, such as the X3D, which extends VRML capabilities, have allowed non technical 
individuals to learn 3D graphics concepts, design, create and present 3D digital content 
standalone through a specific 3D browser or embed into a web page with support of Hypertext 
Markup Language (HTML) [17]. HTML development is on its 5 version (HTML5). Its syntax 
conformance is compatible with XML [20]. HTML5 has new syntactic features such as <video>, 
<audio> and <canvas> elements, and the integration of scalable vector graphics (SVG) content 
(that replaces the uses of generic <object> tags) and MathML for mathematical formulas [21]. 
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Research and development related to 3D graphics and HTML5 interoperability on 
modern web browsers have brought about the creation of X3Dom. It is an experimental open-
source framework and runtime that has supported a discussion in the Web3D and W3C 
communities on how an integration of HTML5 and declarative 3D content could look like. It 
fulfills HTML5 specification for declarative 3D content and allows including X3D elements as 
part of any HTML5 DOM tree [16].  Based on such HTML5 and X3D interoperability, the 
X3dom framework has encompassed the ability to visualize and manipulate spatial content in 
real-time, which seems to be the next key-enabler for a wide number of application areas [22]. 

Web3D based Techniques and Digital Materials in this Work 

Contemporary web browsers such as Firefox™ and Google Chrome™ have allowed accessibility 
to HTML5 and X3dom for stimulating students’ exploratory learning activities through using the 
X3Dom framework to understand and apply 3D graphics concepts such as computer 
programming, design, creating and visualizing content in real time. This experimental hands-on 
work has applied low cost digital image editors such as MS Paint and GIMP software. It includes 
text editors such as an ordinary notepad.  For further digital knowledge enhancements and 
building more complex code related to computer programming, it is utilized Notepad++™, 
which is an open source editor that supports several programming languages [29] as in figure-3. 

                          

Figure 3. On the left, a demo programming code edited in the Notepad++. On the right, its 
symbolic representation through using Notepad++ (run) button, which supports a real time 
integration of this software with a web-based information and visualization tool  
Work Context and Strategies 

Since 2002, author1 has been an English language teacher and an information and 
communication facilitator at Ernani Silva Bruno Primary School and coordinated this project in a 
suburb of Sao Paulo city metropolitan area. It is an after-school project implemented for 
introducing web3D-based technology to twelve primary students, six boys and six girls age 9 up 
to 12 years old from May to December 2012 [8], [15], attempting to develop an equity learning 
process as in [37]. Since 2013, the meetings have occurred during an author1’s studying time, 
once a week, for about 50 minutes, in the second semester of each year. Students have joined to 
this project in a volunteer way.  

This educational project has extended a long-term interactive knowledge-based learning 
framework process of using advanced information visualization technologies (AIVT) for 
stimulating students understand and apply such knowledge in combination with curricular topics 
at k-12 levels [9-11]. Individuals have applied computer programming for producing digital 
content and visualizing data in real time in tandem with graphical capabilities of modern web 
browsers, based on Declarative 3D for the Web Architecture W3C Community Group work that 
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has formed declarative ways of incorporating 3D graphics directly into HTML to enable its use 
on any Web page [18]. 

The strategy of stimulating students’ computer programming skills has been a mood of 
reflecting with children and showing them accessible and practical possibilities of using English 
language knowledge in an effective way beyond the classroom and homework activities. It 
includes, promoting individuals’ more complex uses of digital devices and AIVT techniques. It 
has been a way of inspiring ones’ thoughts about the importance of writing and reading with 
attention via observing the upper and lower cases of a given scripting language for programming 
a computer [9, 10]. We believe that attention as a cognitive ability [30] can be trained through 
problem solving activities such as doing computer programming for symbolic representing and 
visualizing a given and or imaginary content as in figure-3 and the use case section that follows. 
A Human Computer Interaction Use Case  

This HCI use case is based on author1’s direct observation of a student’s attitudes, cognitive 
actions, and digital and scientific knowledge application through designing, programming and 
visualizing a 3D digital space representing a room with five walls in figure-1. It was a moment of 
HCI registered with a video camera with support of action research and HCI features related to 
data collection such as [13, 31]. 

The idea was stimulating her 3D graphics and spatial thinking knowledge referent to the 
rotation and translation fields through moving and positioning digital objects while building a 3D 
virtual world across using the X3Dom framework such as in figure-1. This hands-on learning 
activity process brought about stimulating her computer programming and spatial thinking skills 
based on math concepts such positive and negative numbers and Cartesian coordinate systems. 

Her applied knowledge indicates a qualitative evidence of the effectiveness of this kind 
of immersive and hands-on exploratory learning by doing approach. According to a video record, 
when author1asked her if she had learned the Cartesian coordinate system concept during her 
regular math class. She said that did not learn this topic in a math class. But she learned that 
through combining CS, CA, AIVT and k-12CSK concepts during this afterschool project. 
Final Considerations 

We have presented an action research project which has used the X3Dom framework, a 
web3D-based technology, for stimulating students producing 3D digital content and engaging in 
exploratory learning attitudes since K-12 Levels. This educational project, in its previous [9-11] 
and current learning activities, has stimulated students’ cognitive and digital competency 
enhancements. And inspired students’ lifelong learning attitudes related to reading, writing and 
publishing digital content in blogs and practicing computer programming at school and home. 

Several examples such as the one in the case study section describing a student hands-on 
learning activity have highlighted the ideas and concepts presented during this paper. She was at 
the fourth grade in 2012 when she started in this project. She developed the 3D digital space in 
figure-1at the end of 2013, showing an increase in her awareness about the described 
interrelation among CS, CA, k-12CSK in the introduction section. 

Other qualitative results are that some students developed blogs inserting X3Dom code 
on it and symbolic representing a virtual gallery similar to figure-2. Hence, a student reported 
that after this project HCI, he accessed SketchUp™ software and modeled a 3D soccer stadium 
at home, porting his stadium’s model to a mobile phone. At the beginning of 2013he showed it to 
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his mates and author1, one week before the FEBRACE at USP. He also said that this project 
learning experience impacted in improving communication with his father related to digital 
technology knowledge. 

However, it keeps the challenge of motivating and sustaining students to be engaged in 
doing interdisciplinary research and complex human computer interaction tasks permanently. For 
instance, from the 12 volunteer students that started this project in 2012, there are 2 participating 
in it, and a new one started in the second semester of 2014. 

Athour1’s reflection about the necessity of inspiring ones’ motivation and mental model 
transformation indicates that presenting this kind of immersive education and advanced digital 
technology to students, mainly, when they are able to start reading with moderate or great 
autonomy at the third or fourth grade can be essential for stimulating their digital and scientific 
knowledge enhancements as, for instance, one of the students in our previous work [10]. Another 
example, of an immersive educational work that explores this kind of IE concept is in [38]. In 
addition, this work has addressed international community’s concerns about how to stimulate 
individuals to be able of doing complex digital tasks related to the field of computer science, 
such as computer programming, after ones leaving k-12 education and going to the market for 
working and keep studying [1], [31], [32], [37]. 

Some students who participated in our previous work carried out at the mentioned 
primary school are now at college [9, 10]. Two of them have engaged in the field of computer 
science. By email, in September 2014, one reported that is finishing his computer science course 
and has worked enjoying a task of modeling 3D digital spaces through using CAD systems. 
Another student, who has studied design at college, began his digital skills using VRML at 
school. After that he asked for a more advanced modeling tool. He was introduced to and learned 
Blender software. He reported that started appreciating and developing English language skills 
through reading Blender tutorials. He has kept studying English language formally.  

These promising lifelong learning evidences have brought about the challenge and 
reflection on how to expand the use of the described proceedings and technologies with classes 
of 35 students at k-12 levels. For the future, the idea is to keep offering HCI to students at k-12 
levels and stimulating their cognitive, scientific and digital knowledge enhancements.  

Using an interdisciplinary combination among CS, CA, K-12CSK for stimulating 
individuals’ knowledge enhancements has been done with low cost, through applying ordinary 
computers, web3D technology, computer programming and real time information visualization 
techniques. It has brought about citizens’ digital literacy and inclusion with sustainability. 
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Abstract: This work introduces a case study on usage of semantic context modelling and 
creation of Linked Data from logs in educational systems like a Personal Learning Environment 
(PLE) with purpose on improvements in generally with respect to social and semantic analysis of 
the parameters on user and activity centric level [3]. Sample case study demonstrates the usage 
of semantic modelling of the activity context using adequate domain specific ontologies and 
semantic technologies and visualization of such data as result of analysis of such modelled data 
represented in the form of Linked Data. This approach implies the easy interfacing and 
extensibility on machine or human level offering fast insight on statistical trends. 

 

One Sentence Summary: This work introduces a case study on usage of semantic context 
modelling and creation of Linked Data for mining trends from logs in educational systems. 

 

1. Introduction 
Modern learning environments, besides learning resources provided by the educational 
institution, aim at integration of popular internet services that might be of interest of learners 
like: Google Hangout, Facebook, YouTube, Newsgroups, Twitter, Slideshare just to name some 
of them. Maintaining such platforms is intensively changing process demanding from 
maintainers to actively adapt their systems to the learner needs. Nowadays, learners are 
expecting focused and simple platforms helping them to organize their learning process. 
Learners don’t want to waste their time on information and actions which could disturb or 
prolong their learning. Therefore user adaptively is a strong impact on acceptance of such 
platforms and should be matter of continuous improvement. 

Cumulated system monitoring data (e.g. logs) of such environments offers new opportunities for 
optimization [8]. Such data can contribute the better personalization and adaptation of the 
learning process but also improve the design of learning interfaces.  

Main contribution of the paper is a case study done with the logs from PLE at Graz University of 
Technology presenting approach using Linked Data to mine the usage trends from PLE. The idea 
behind this effort is aiming at gaining insights useful for optimization of PLE [4], and adapting 
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them to the learners, by using more personalization, e.g. through recommendation of interesting 
learning widgets. 

 
2. Related Work  

This section report shortly about most relevant related work regarding PLE (at Graz University 
of Technology), and semantic technologies used in this work. 

 
2.1 PLE at Graz University of Technology 

The main idea of PLE at Graz University of Technology (http://ple.tugraz.at) is to integrate 
existing university services, and resources [2], with services and resources from the World Wide 
Web in one platform and in a personalized way [2]. The TU Graz PLE contains widgets [14 - 16] 
that represent the resources and services integrated from the World Wide Web. Web today 
provides lots of different services; each can be used as supplement for teaching and learning. The 
PLE has been redesigned in 2011, using metaphors such as apps and spaces for a better learner-
centered application and higher attractiveness [1, 13]. In order to enhance PLE in general and 
improve the usability as well as usefulness of each individual widget a tracking module was 
implemented by prior work [17]. Different works outlined the importance of tracking activity 
data in Learning Management Systems [9, 18]. None of them addressed the issue of intelligently 
structuring monitoring data in context and processing it to provide a flexible interface that 
ensures maximum benefit from collected information. 

 
2.2 Semantic Modeling of Activities in PLE  

The Semantic Web standards like RDF (http://www.w3.org/RDF) and SPARQL 
(http://www.w3.org/TR/rdf-sparql-query/) enable data to be and for interchange and queried as 
graphs. Data schema is usually projected on specific knowledge domain using adequate 
ontologies. This approach has been fairly successful used to generate correct interpretation of 
web tables [5] to advance the learning process [7, 3] as well to support the controlled knowledge 
generation in E-learning environments [12]. This potential was also recognized by resent 
research in IntelLEO Project (http://intelleo.eu). IntelLEO delivered an ontology framework 
where Activities Ontology (http://www.intelleo.eu/ontologies/activities/spec/) is used to model 
learning activities and events related to them. Due to the relatedness to the problem that is 
addressed by this work these ontologies have been used to model the context of analytic data 
collected from PLE logs. 
 

3. Approach for Mining Usage Logs  

Presented approach is based on transforming collected data from PLE logs into instances of 
Activities Ontology. This process produces as output Linked Data graphs query able by 
SPARQL standard query language. The SPARQL is applied to query the Linked Data and mine 
the output for analytic visualizations (see Figure 1). The overall goal of this process is 
summarization, visualizations and evaluation of statistic data that enable the PLE optimization, 
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in interface design and adaptation of content of PLE to the learner. This approach is inspired by 
the examples from current research in the area of Self-regulated Learners (SRL) [3, 11]. 

 

 
Figure 1. Mining pipe line for PLE usage logs. 

 
3.1 Dataset 

Data used in the case study originates from Personal Learning Environment (PLE) 
(https://ple.tugraz.at) developed for the needs of Graz University of Technology which serves 
currently more than 4000 users. The data was collected during two years period in order to 
generate analytics reports with visualization support for overall usage and process view on our 
environment following the research trends of previous years [10, 6]. 
 

3.2 Modeling Usage Logs 

The main precondition for meaningful mining of usage trends is choice of appropriate data 
model since RDF offers only the framework how structure and link data. This task concerns 
mostly the choice of the right vocabulary or ontology. Activities Ontology offers a vocabulary to 
represent different activities and events related to them inside of a learning environment with 
possibility to describe and reference the environment (in this case PLE) where these activities 
occur. Formulation (in Figure 2.) depicts an instance of usage ao:Logging instance. This excerpt 
comes from the tracking module. Such data is stored in a memory RDF Store (Graph Database 
for Linked Data) with SPARQL Endpoint (interface where Linked Data can be queried).This 
sample instance reflects that a usage ao:Logging event occurred at certain time point inside the 
learning widget named LatexFormulaToPngWidget as ao:Enviroment. As shown in this 
example vocabularies and ontologies which suit well to specific case enriches the analytic 
process, in a very compact manner, with a high level of expressiveness. 
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Figure 2. Sample model of a usage log in N3 notation. 

 

3.3 Querying of Usage Logs 

Usage logs data presented as Linked Data graph are query able using SPARQL. In this way we 
are able to answer the questions like "Show me the top 15 used widgets?". Figure 3. represents 
exactly this question stated in the manner of SPARQL syntax. 

 
Figure 3. Querying the intensity of usage of top 15 widgets in PLE. 

 
4. Preliminary Results, Conclusion and Outlook 

As preliminary result presented approach allows mining the trends of PLE widgets usage overall 
time periods like presented in Figure 4. This violin graph depicts the visual answer of the query 
from Figure 3. Also the intensity shows that as expected that most activity on widgets happens at 
the beginning when PLE is presented in introductory lectures to the newcomers and freshmen 
and at the end of academic terms when most of the students prepare for examinations. 

Advantages of Linked Data approach is usage of standardized web technologies which are 
scalable and flexible regarding the changes of representation structure of data. 

SPARQL as query language which operates over the Linked Data graphs of usage logs offers 
much flexibility regarding the generation of results that should be visualized in end instance. It 
also allows on-demand statistical accumulations that can be used in the future as basic stats for 
recommendation of new widgets in the PLE or similar tasks. 
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Figure 4. Visualizing the usage widget wise for top 15 widgets for year 2012. 
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